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9201 Done

Date: Wed Jan 01, 1992 5:46 am PST
Subject: Xmas present(s!?!?) for the Net

From Greg Williams

OK, Gary, you asked for it. Here is the "Fred and Bill" story
PLUS supporting addenda (half of a correspondence with

Dennis Delprato; Dennis might wish to post the other half

on the Net). 1 apologize only slightly for the length, since

it equals only about three of the average daily Powers posts!

I think MCIMail"s Santa Claus wears a business suit and has
behavior-mod-trained elves. The $100 was labeled
"promotional,"” which 1 suggest means that they want to "hook"
cheapies like me. The old your-first-five-bucks-are-free-
on-the-slot-machines scam. Well, it might work!

THE FABLE OF THE RADIO
Greg Williams, Rt. 1, Box 302, Gravel Switch, KY 40328
Distributed at the Control Systems Group Meeting, Durango, CO, August 1991

Note: This is a work of Ffiction. Any similarity between characters in this
story and real individuals, living or dead, is purely contingent, whatever
that means.

Once upon a time, a well-off little boy named Fred bought a radio with money
his parents gave him (usually, but not always) when he took out the trash.

Why Fred wanted a radio isn"t important. What"s important is that it didn"t
take him very long to figure out how to work the radio. When he turned the
knob marked "ON-VOLUME'™ clockwise until there was a click, he sometimes could
hear soft sounds from the radio. He discovered that the sounds got louder if
he kept turning the "ON-VOLUME"™ knob clockwise, as far as it would go without
a lot of force. If he then turned the knob counterclockwise, the sounds got
softer. He also discovered that whether the radio made sounds at all (other
than a hissing which also got louder when he moved the "ON-VOLUME"™ knob
clockwise, and softer when he moved the knob counterclockwise) depended on the
position of another knob, marked "TUNING."

Fred was happy with his radio -- at least he stayed near it much of the
time, moved both knobs occasionally (according to a schedule which his parents
decided was sometimes "essentially random” and sometimes correlated with the
sounds produced by the radio before and/or after the knobs were moved), and
evidenced facial expressions and limb movements correlated with the intensity
and frequency patternings of the sounds coming from the radio. Soon Fred could
get his radio to make sounds that wouldn®"t result in his parents leaving the
room; this occurred more frequently as allowance-paying day approached.

By and by, Fred®"s friends got radios, too, and Fred discovered that he could
work those radios in the "same" (Fred"s word) way as he worked his own; in
truth, there were some differences, which Fred said were "of no consequence,"
between working his radio and working his friends® radios -- for example, some
of the latter had "ON" knobs, rather than "ON-VOLUME" knobs, and some made
louder sounds when their "ON-VOLUME"™ knobs were turned counterclockwise,
rather than clockwise. Still, it took Fred only a little while (with a bit of
screaming from his friends® parents) to be able to work all of the radios
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equally well. Fred exclaimed to his parents, "I really know how to work radios
well!" His parents agreed with him, not because of his claim, but because they
saw him working the various radios in ways which, to them, could be
classified, if not as '"'good," then at least as "correct."

Alas, one day about six weeks after he got his radio, Fred could not work
it. He moved the knobs as he had before, but the radio made no sounds at all.
Fred moved them again. No sounds. And again. Still no sounds. Gradually, Fred
moved the knobs less and less frequently. (However, whenever he came home from
working a friend"s radio, he moved the knobs on his own radio quite frequently
for awhile, even though the radio produced no sounds.) But eventually, none of
his friends® radios could be worked, either, and Fred didn"t move the knobs on
his radio at all -- the radio just sat silently in his room. Exactly 83 days
after the last time he moved the knobs (on a day not noticeably different to
his parents than those before or after it), Fred threw the radio out with the
trash, muttering obscenities. (His parents, hearing the cursing, washed Fred®s
mouth out with soap. Fred kept on cursing, and his parents kept on using soap
"to deal with his inappropriate verbal behavior." Fred confided to his closest
pals, but not to his parents, that he had discovered he "liked" the taste of

soap.)
Now, it happened that Fred®"s radio was found at the local dump by Bill, a
street-smart kid who appreciated gadgets -- the more complicated, the better.

Bill had never seen the insides of a radio before, and he was delighted when
he pried off the back and gazed upon the maze of wires and little objects
interconnected inside. "Wow!" he exclaimed. "1 wonder how it works?" Bill

took the radio home, where he hid it from his father, who would probably try
to prevent Bill from "breaking It by messing with its guts"™ enough to find out
how it worked. Excitedly, Bill went to the public library and began looking
for books on radios. He found a book with pictures of a radio being taken
apart and put back together, in steps, but the radio in the book wasn®"t the
same kind as the radio he had found, and he wanted to know how radios work in
general, not just how the one he found or the one in the book could be
repaired (which generally involved replacing "defective'" parts with little
understanding of how those parts worked). Then he came across a book titled
BASIC ELECTRONICS: RADIO CIRCUITRY, VOLUME 1 and perked up; even though he
didn"t know what "electronics' meant, the words "basic"™ and '"radio'" so close
together seemed encouraging. To make a long story short, Bill read that book
(and also VOLUME 2 and VOLUME 3), spent hours looking at the construction of
the radio he had found, and finally announced to his father that he had
learned how radios work. (To which his father replied "'so what?" but Bill
didn"t let that bother him.) Bill was so happy about knowing how radios work,
he told his father about the radio he had found, currently hidden under a heap
of broken concrete blocks. "Give it to me!" demanded his father. Bill got the
radio and meekly gave it to his father. OFf course, when his father tried to
work it, he found that it was no use -- Bill hadn"t changed anything inside
the radio, and it still wouldn®t make a sound. "Bah! What good is it?" Bill"s
father shouted, as he threw the radio down. As his father walked away, Bill
calmly walked over to the radio and took off its back. He speculated about why
the radio didn"t work. "It probably needs a new battery,'™ he thought, and then
he saw that one wire to the RF-coil was loose, probably due to his father®s
anger.

Bill took $3 from under his father®s mattress, wrote out an 1.0.U. (with
interest) and stuffed it under the mattress, and headed for the local Radio
Shack store with the radio in hand. On the way, as fate would have it, his
path crossed that of Fred, who warily approached Bill, eyeing his non-designer
jeans as if in disgust (or so Bill supposed). For a reason which Fred himself,
to this day, says he "cannot explain -- apparently, random variability,"” Fred
began yelling "That"s my radio! That®"s my radio! That®"s my radio!" over and
over. Bill dropped the radio and took off running. When Fred recovered his



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell Page 3

composure, he did not stoop to pick up the radio; rather, he kept on walking
and never so much as looked back at the radio lying on the sidewalk. But he
emitted, almost inaudibly, 1711 fix that peon!" and his course changed
slightly from its direction prior to encountering Bill.

From a hidden vantage point up the block, Bill saw Fred walk away --
strangely, without the radio. As soon Fred disappeared in the distance, Bill
hurried back to the radio, grabbed it, and hurried to Radio Shack. On the way,
he got to thinking about Fred®"s claim that the radio was Fred"s. Well, maybe
it was... maybe it had ended up at the dump by some crazy mistake or weird
misunderstanding... and maybe getting it back in good working order would make
Fred feel better... and maybe Fred, who looked pretty upscale, might thank
Bill and introduce him to one of those fancy uptown girls. It would be worth a
try, and $3.

The Radio Shack clerk didn"t seem to know an RF-coil from his rear end, but
he did show Bill how to use the soldering gun which he kept hot for repairing
speaker leads and such. Bill paid for a new (overpriced) battery and moved the
radio"s knobs gingerly. The resulting chorus of "Louie, Louie"™ resounded
throughout the store! The clerk yelled, "Get outside with that noise!" Bill
complied. And just then, Fred appeared! With two cops!! Before Bill had a
chance to run, one of the policemen grabbed him around the waist and threw him
to the ground. Bill, who had never been in such a situation before, knew
exactly what to do: he tried not to move a muscle (which was only partly
successful; his left eye started to twitch uncontrollably). The radio
continued to produce loud sounds (something about a 'very last chance sale" at
Harry®s Carpet Barn) while the other policeman searched Bill for crack and
Fred, with a strange look (at least it seemed strange to Bill), grabbed the
radio.

It all turned out better than Bill expected. No, he didn"t get introduced by
Fred to any uptown girls; he never even spoke to Fred. Fred was immediately
and rather mysteriously influenced by the (sound of the? sight of the? sound
and sight of the?) again-working radio, and the again-working radio was
immediately and rather mysteriously influenced by Fred (or Fred®"s muscles?).
The upshot was that Fred scampered away with the radio, rapturously twiddling
its knobs in an incredibly sophisticated way (or so it seemed to Bill). With
nobody around to press charges, the policemen had to release Bill with a
warning against ""fooling around with somebody else"s property in ways they
wouldn®t approve of."

Bill thought that, as they parted company, Fred had seemed very happy. Bill
was happy that he had helped Fred become so happy. And Bill was also happy
because he knew how radios work, even if he didn*"t know as well as Fred how to
work radios (although he suspected that he could figure out how to work radios
as well as, and maybe even better than Fred, if he wanted). In fact, for the
rest of his life, Bill remained very happy. (He even married an uptown girl,
but that®"s another story).

For six weeks after the fateful meeting of Fred and Bill, Fred told his
parents (with an annoyingly high frequency) that he was 'very happy." They
believed Fred, not because he said so, but because he took out the trash so
regularly, even on the day after allowance-paying day, during every one of the
six weeks. (And after those six weeks? Well, that"s another story, too.)

February 25, 1991
Dear Dennis,

Our correspondence on mechanism, etc., has continued to
occupy my thoughts, and I"ve finally reached some reasonably
coherent (I hope) conclusions. Your comments on the following
would be much appreciated.
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The stated aims of behaviorist (and interbehaviorist?)
psychologists are prediction and control of behavior. In a
recent article in THE PSYCHOLOGICAL RECORD, R.D. Zettle
contrasts these aims, as part of a "contextualistic" world
view, with the explanatory aims of cognitive psychologists
having a "mechanistic” world view. I claim that those
behaviorist psychologists (led by Skinner) who have adopted a
strictly empiricist methodology CANNOT use their
"functionalistic” theories to predict and control any
behaviors other than those ALREADY investigated
experimentally. Because such theories merely restate
(summarily and/or economically) experimental results, they
are NOT extrapolative -- they can say nothing about the
outcomes of experiments dissimilar to those already
performed. I need hardly add that being able to predict and
control behavior because it duplicates previous experimental
conditions is hardly remarkable.

What sort of theories ARE extrapolative? Extrapolative
theories MUST incorporate hypothetical constructs at levels
"pbelow" the level of the phenomena to be predicted and
controlled. They must be what Bill Powers has come to term
""generative models" (following H. Maturana). This is because
incorporation of lower-level constructs which "go beyond" the
functional relationships between phenomena previously found
experimentally DOESN"T just SUMMARIZE those relationships --
it specifies how (I would say "mechanistically,” but what it
really amounts to is DEDUCTIVELY) the phenomena are related
to each other IN TERMS OF LOWER-LEVEL PHENOMENA (which are
NOT the phenomena to be predicted and controlled), thus
allowing EXTRAPOLATION to novel experimental situations. For
example, such a model can EXPLICITLY indicate what "other
things remaining equal™ means at the phenomenal level (it
means that any changes don"t significantly affect the lower-
level constructs which determine the phenomenal-level
functional relationships). And it can EXPLICITLY indicate
under what conditions at the phenomenal level a functional
relationship at the phenomenal level breaks down, by relating
the breakdown to lower-level constructs. (The lower-level
constructs must not be just "intervening variables"
completely expressible at the phenomenal level -- if that
were so, they would provide no additional "independent”
information for extrapolation.)

A generative model at the level of physiology is necessary
for genuine (that is, extrapolative) prediction and control
of psychological phenomena. In turn, a model at the level of
biochemistry is necessary for genuine prediction and control
of physiological phenomena. And so on. This does NOT mean
that a high-level science "reduces”™ to the lowest-level
science, but only that if you want to predict and control
phenomena (again, In an extrapolative way, and not just
summarize previous experimental results), then you must make
models at the next level (of phenomena) down.

In the case at hand, such models will, in general, give rise
to "predictions”™ which accurately reflect functional
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relationships between psychological phenomena already
investigated experimentally (such as ''response'" rates on
particular "reinforcement" schedules), and ALSO give rise to
(genuine) predictions which reflect functional relationships
between never-before-experimentally-investigated
psychological phenomena with an accuracy depending on the
"worth" (to the investigators) of the models. Note that
contextualism (pragmatism) is operative here, as well as for
the empiricists. In both cases, a "good" theory can be used
to predict and control behavior accurately. The difference is
that a wider (potentially MUCH wider!) realm of psychological
phenomena is predicted by models at the physiological level.

Empirical theories at the level of the phenomena to be
predicted and controlled cannot get beyond the existing data,
and to claim that NEW functional relationships between
phenomena can be predicted and controlled by them is TOTALLY
unfounded. One cannot say that because it has been found that
rats consistently do thus-and-so on intermittent
reinforcement schedules of a certain type, then humans should
be expected to behave a certain way when intermittently
reinforced. In the absence of experimental data on humans,
the empiricist is (covertly) appealing to some sort of
uniformity (of physiology across species!) claim; and given
experimental data on humans, there is no REASON to make the
predictive leap from rats to humans! In short, a consistent
pure empiricist must say "l don"t know" when asked to predict
the outcome of a future experiment UNLIKE those already
performed. However, some not-quite-pure empiricists
(including Skinner-the-publicist) think that they can
GENERALIZE from existing data to predict outcomes of somewhat
dissimilar future experiments. | submit that this amounts to
the inductive fallacy, which tends to be more fallacious with
more extreme extrapolations. Empirical generalizations (ad
hoc "laws'™) have no a priori limitations (or, for that
matter, a priori justifications); they are only constrained
by a posteriori data. A serious problem here is the
temptation to OVERgeneralize in the absence of data-
constraints... especially when seeking funding! Lower-level
models incorporate a priori DEDUCTIVE limitations on their
predictions. A lot could be said (which I won®"t) about how
these deductive limitations help to direct the search for new
experiments capable of falsifying the models; on the other
hand, generalizations don"t provide such direction.

What 1 think of as explanations of phenomena are always

given in terms of phenomena at lower levels. To me, an
explanation is a generative model. An explanation of goings-
on at level n is a descriptions of goings-on at level n-1. As
you have said, an explanation IS a description -- but the
important point is that it is a description at the next lower
level relative to the level being explained. But 1"m not
claiming that modellers want to explain, while empiricists
want to predict and control. The fact is, modellers (when
their models are "good™) CAN predict and control (at the

next higher level from their models), but empiricists CANNOT
(at the same level as their models) (unless predicting and
controlling ONLY repeats of PREVIOUS experiments count).
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In sum, then, my notion is that, contrary to the view
generally held by scientists, genuine (extrapolative, rather
than summarizing) prediction and control of phenomena at
level n can be achieved only by theories couched in terms of
level n-1. This implies that empiricist theories in
psychology can be used to (genuinely) predict and control
(and explain, as 1 use the term) sociological phenomena, NOT
psychological phenomena. Empiricist theories in physiology
are required to (genuinely) predict and control psychological
phenomena.

As a footnote, to forestall possible confusion, 1 don"t claim
that scientific disciplines as conventionally constituted
actually correspond to phenomenal levels as | have discussed
them above. Many contemporary physicists work with models at
one phenomenal level to predict/control/explain phenomena at
a higher level. Nevertheless, the phenomena they are trying
to predict/control/explain are physical phenomena, and hence
they are physicists. The limits of a discipline, 1 think, are
set by the kinds of phenomena being predicted/controlled/
explained by its practitioners. What this says for psychology
is that its practitioners should predict/control/explain
psychological phenomena via models using physiological
constructs. As long as investigators find it useful to
predict/control/explain psychological phenomena, psychology
won"t disappear or be "reduced" to physiology.

And finally, 1 want to mention that in my training as a
mechanical engineer at Case Tech and M.I.T. (mainline
engineering schools, 1 submit), various professors made a
point of distinguishing between empirical relationships and
(n-1)-models, and claimed that the latter (when "good') are
more valuable, because they contain more information than the
former (thus allowing extrapolation beyond previous
experimental conditions), and "because they say “why® the
phenomena are related as they are [that is, deductively]”
(allowing LIMITATIONS of the extrapolations to be PREDICTED,
something which not even "generalizations”™ from empirical
data -- ad hoc "laws"™ justified a posteriori by fitting new
data -- can do). These predicting-and-controlling engineers
can see the advantages of explanatory models, even if the
"behavioral engineers"™ don"t!

Thanks for hearing out this paean to modelling!

Best wishes,

Greg Williams
Rt. 1, Box 302
Gravel Switch, KY
40328
606-332-7606
cc: W.T. Powers
W.D. Williams
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R. Marken
T. Bourbon

August 1, 1991
Hi Dennis,

I"m sorry this reply to your letter of May 31st took so long.
We"ve been busy building a house, in addition to our more
usual undertakings. I"m taking the liberty of forwarding
copies of this letter AND YOURS to Bill Powers, Tom Bourbon,
and Bill Williams, since they expressed their interest in the
ongoing discussion. Please send copies of your reply to this
letter to them. Thanks! Maybe they will jump in sooner or
later...

I am happy to hear that the "mechanism" business was a
language problem, not a fundamental difference between us.
For me, a mechanism is always iInstantiated in physics, but
the mechanism itself is a FORMAL notion (example:
"amplification').

You say that Skinner was a theorist, despite his atheoretical
posturing. To the extent that his theoretical terms were
limited to the psychological (or "molar behavioral," 1
suppose) level, 1 claim that his theories are NOT explanatory
with regard to psychological phenomena. Such theorizing can
be, in my terms, "extrapolative'™ ONLY if it is combined
(perhaps covertly) with postulates containing theoretical
terms at the functional level "below" the psychological
level. It seems to me that the operant construct as applied
to any particular experiment can only be used as an after-
the-fact, ad hoc description of what already happened, and
that the operant construct as generalized across experiments
must smuggle in lower-level concepts (accounting for certain
sorts of uniformity through time WITHIN THE ORGANISM, at
least) to be explanatory in the extrapolative sense.

I am not as much interested in efficiently training an animal
as In understanding why it is possible to train the animal at
all in particular ways. Yes, | realize that funders want
"practical" science, and | understand that the behavior
modification people do their best to comply with the funders.
But extrapolative explanation can be much more efficient than
empirically based prediction and control. My mother predicted
and controlled the behavior of her living room for years
without being able to explain how the circuit worked. That
was Ffine until it broke -- then she had to hire an
electrician to fix it! 1 make a living reporting on
horticultural experiments, most of which are written up with
a conclusion to the effect that "we did A and then B
happened, but when we did C, D happened.”™ How much better it
would be to know the underlying mechanism (1 assume | can use
the word safely now) which EXPLAINS (that is, allows to be
DEDUCED) why A DIDN"T result in D, and perhaps even why E
will result in F! At any rate, 1 go right ahead and report
the (honextrapolatable) results, since nobody has done the
extrapolatable work. (Here, Skinner has a point. Maybe
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extrapolative explanation is too difficult and/or too
impractical. But maybe not, if somebody like Bill Powers
makes a few good guesses about the underlying mechanism.)

I won"t quibble about the operant conditioning procedures,
except to the extent that 1 quibble about the horticultural
procedures when the researchers suggest that their results
can be utilized under somewhat different conditions (the
"somewhat" depends on the particulars; say, with tomatoes
instead of peppers). HOW do they know the limits on
generalizing their results? They DON"T (in advance of using
tomatoes), because they don"t have an underlying causal
model, only limited correlations. Nor does Skinner when he
suggests that operant procedures are unexceptional in their
applicability.

"Generality is the plea of the scoundrel,” 1 say. The
explanatory worth of a theory depends on its ability to
predict the LIMITS of a procedure. Control theory can explain
(rightly or wrongly is another question) why operant
procedures of certain types are inefficient when free-feeding
is permitted (the error signal for food remains small, etc.).
I don"t see how a purely psychological-level theory can
explain that.

In your recasting of my argument, point "b" should have read:
"Extrapolative theories use principles at one level to
EXPLAIN (and thereby to aid prediction and control of) events
at the next higher level." My emphasis is on explaining, not
on predicting and controlling. Skinner emphasized the latter.
So do you, when you tout operant procedures because of their
"efficiency." (But we don"t live by white bread alone. On the
other hand, curiosity nearly killed Wile E. Coyote.) The
activities are somewhat independent, in that you can explain
without necessarily predicting and controlling, and vice
versa. But what I call genuine explaining can aid prediction
and control, whereas 1 don"t think empirically based
predicting and controlling can DIRECTLY aid explanation (they
can, INDIRECTLY, though, by suggesting theories at the level
below the phenomena -- we"ll always need experimentalists,
but I object to experimentalists who say we don"t need
extrapolative theorizing).

With regard to what CST is doing, 1 think it is quite rightly
making (as 1 said before, deductive or causal or mechanistic)
models at the level below the psychological level in order to
explain functional relationships observed at the
psychological level. For example, the time courses of states
of error signals in particular organism-and-environment
circuits (here"s where your "field" notions come in, |
suppose, although they seem too underspecified to get us

very far iIn any particular case) are used to provide
explanations for cyclical eating behaviors. Note that error
signals are instantiated in physiology (as are behaviors!),
but the physiological details as such aren"t used in such
explanations -- what IS important is the "functionality" of
the circuits, which actually can be duplicated in various
other (including computer) physiologies (I guess that"s a
good way to define "functionality': what can remain invariant
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across physiologies, like transfer functions). The bottom
line, as | see it, is BOTH that the circuits extend outside
organisms (there"s your ''system perspective'™), AND that their
functionality (capable of explaining behavioral phenomena) is
at the level BELOW behavioral phenomena. Functionality is NOT
materiallll As Bateson said, it is the PATTERN WHICH
CONNECTS. I say it is the PATTERN WHICH EXPLAINS THE NEXT
HIGHER LEVEL OF PHENOMENA).

Thanks for hearing me out again. I, at least, think I™m
zeroing in toward a point of view which is convincing at
least to myself.

Best wishes,

Greg Williams

Rt. 1, Box 302

Gravel Switch, KY
40328

606-332-7606

P.S. There are some really tasty licks on the new Mark
0"Connor ("'The New Nashville Cats'™) album, as | suspect you
already know.

August 6, 1991
Hi Dennis,

Here"s an addendum to my last letter.

I found this on page 529 of BEHAVIOR PRINCIPLES, Second
Edition, by Ferster (almost the horse"s mouth!), Culbertson,
and Boren, 1975: "Thus we use [the phrase] abstract stimulus
control because it refers to the environmental events
responsible for the behavior rather than [the phrase] concept
formation which tends to place control erroneously inside the
organism and which has the danger of becoming an explanation
rather than a description of the behavior."”

This suggests that the behavior analytic authors make a
similar distinction as | do regarding explanations and
descriptions. Of course, contra my position, they value the
latter more than the former (but never go into detail about
why they do; neither "explanation™ nor "description" is in
the book"s index, and I cannot find any other explicit
treatment of this issue in the book -- 1 suppose it is just
"obvious"™ to the authors that dealing with observables is
best, and that unobservables "obviously"™ don"t control
behavior).

Perhaps the evolution of the (to my thinking) mistake by
behavior analysts of avoiding any consideration of underlying
variables began with the reaction to introspection:
psychology is to be a study of BEHAVIOR, not MENTAL EVENTS.
OK. But then they blew it by not wanting to use underlying
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("mental," prior to becoming observable via physiological
studies) variables to EXPLAIN behavior. The credo perhaps
forced upon them because they wanted to be ''scientific" is
"description of the phenomena is enough for prediction and
control of the phenomena.'™ True, it gets you a ways. But not

far enough -- the procedure is not extrapolative; for
example, it doesn"t predict limits on what is possible to
condition -- as the cognitive psychologists have been able to

convince funders. 1"m convinced, too, which is why I find the
modelling philosophy of control theorists more satisfying
than the self-handicapping anti-modelling philosophy of some
(all? nearly all?) behavior analysts.

At any rate, my notion that explanation of phenomena is
description at the next level below the phenomena (which
might include hypothetical entities) seems to be accepted by
at least some behavior analysts. Want to join the crowd? 1
think physics has moved right along in large part because
this notion got endorsed early on by many physicists (Newton
notwithstanding). To hell with handicapped prediction and
control -- let"s try to EXPLAIN behavior, and BETTER
prediction and control will be a product of that. (But let"s
try to explain with FERTILE models, like Bill"s, not with ad
hoc models like most of those iIn "cognitive science.™)

Best,

Greg Williams
606-332-7606

Date: Wed Jan 01, 1992 7:03 am PST
Subject: Fred & Bill; Expanation & Description

[from Gary Cziko 920101]
Greg Williams (920101) said:

>0K, Gary, you asked for it. Here is the "Fred and Bill" story
>PLUS supporting addenda (half of a correspondence with
>Dennis Delprato; Dennis might wish to post the other half

>on the Net). 1 apologize only slightly for the length, since
>it equals only about three of the average daily Powers posts!

Thanks ever so much. 1 hope that other CSGnetters will enjoy reading the
fable as much as I did. And the correspondence to Delprato was an added
unexpected bonus which goes right to the heart of the
description/explanation distinction | wanted to address.

While I think I understand and basically agree with your argument, the
apparently reductionist aspect of it still makes me feel a bit
uncomfortable. You say:
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A generative model at the level of physiology is necessary
for genuine (that is, extrapolative) prediction and control
of psychological phenomena. In turn, a model at the level of
biochemistry is necessary for genuine prediction and control
of physiological phenomena. And so on. This does NOT mean
that a high-level science "reduces”™ to the lowest-level
science, but only that if you want to predict and control
phenomena (again, In an extrapolative way, and not just
summarize previous experimental results), then you must make
models at the next level (of phenomena) down.

VVVVYVVVYVYVYV

But if you can explain, predict and control a phenomenon by the next level
down, how s this not reductionism? Where do you put in the "downward
causation" discussed by Popper and Don Campbell and at work in the control
hierarchy when phenomenon at a higher level influence phenomena at a lower
one?

Also, you use the word '"'generative" to refer model building at the n-1
level. It iIs interesting that this is the exact same word that Chomsky and
post-Chomskyan linguists use to differentiate their approach to
understanding language from the descriptivist structural linguists which
preceded them. But I"m not sure where their n-1 level is. It certainly
isn"t physiology or even psychology. Perhaps Bruce Nevin, Avery Andrews
and/or Martin Taylor could add some insight here.--Gary

P.S. How much of the $100 got consumed in your post? Will we ever hear
from you again? |1 hope so.

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Date: Wed Jan 01, 1992 9:34 am PST

Subject: greetings & notes to Bill and David

[from Dick Robertson]

Happy New Year to everybody! |1 am still having trouble getting my posts to
go through to individuals (I hope this goes on the net) since we went over
to the new system. So

TO DAVID GOLDSTEIN - I got your post about sending me the note on the self
and 1 am looking forward to getting it, 1711 send you more when 1 can get
through.

TO BILL POWERS - 1 have tried several times to send you the note on the grade
control system but 1 gather you have not got it, since | haven®"t seen reply.
111 try again when the expert is back at school

My new address: urrobert@UXA.ECN.BGU.EDU best wishes, Dick Robertson
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Date: Wed Jan 01, 1992 10:01 am PST
Subject: Language

[From Bill Powers (920101.0900)]
Happy start of a new year, everyone.
Martin Taylor (911231) --

>As | remember, this whole information and uncertainty thread arose
>pecause of what 1 considered to be a misuse of the term "information™ in
>the discussions on language and PCT. There turned out to be less
>understanding of information theoretic ideas within the (responding)
>community than 1 had supposed, so | have tried to improve the situation.
>With luck, the concepts will become sufficiently intuitive that
>modellers will unconsciously embed them into their models.

So I-T may get back into the act yet -- 1 trust you"ll be watchdog and
see where we should be using iIt.

>As always when 1 post from home, please forgive extraneous characters in
>the above.

Only one error 1 could see (a { for an e). So perhaps it"s just the echo
back to you that"s noisy.

Avery Andrews (911231a) --

Gary Cziko said
>How could we possibly satisfy our intention that a proposition be true
>if >we couldn®"t somehow perceive the proposition as true?

And you replied

>Well, it seems to me that in the general case we don"t *perceive*
>propositions as being true, but *judge* them to be true...

I think we deal with propositions in much the way the propositional logic
does. That is, stating a proposition carries an implicit " .. is true.”
So when you say "The ring is gold"” this is like saying "It is true that
the ring is gold.”™ When you look at a thermometer, you describe what you
see by saying "The temperature in this room is 71 degrees F." This
statement is a description and we treat descriptions as true
propositions. The reference "signal”™ (awkward term) is also a true
proposition (i.e., one that is desired to be true): "The temperature in
this room is at or below 68 degrees F." This statement is a prescription,
not a description. When the description is compared with the
prescription, we see that there is an error, and presumably will convert
that error into some action that will eliminate it (by altering the basis
of the description). If the prescriptive proposition had been "The
temperature in this room is at or above 68 degrees,' comparing it
(logically) with the input proposition would show that there is no error:
71 degrees is at or above 68 degrees. No error, no action.

>Does anyone have a clear idea of how to build a ~fridge door open”
>(or "leopard nearby") detector along the lines of the hierarchy? My

12
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>understanding of the higher level portions of the hierarchy was that
>they are rather tentative suggestions, and | confess to having never
>been very happy with them (what"s the latest version, anyway? the
>latest I"ve seen has 10 levels, not 11).

No, we"re still at the stage of trying to describe what it is that needs
to be modeled. Even perceiving the nonverbal and nameless configuration
we see when a fridge door is open is still beyond us. We seem to agree
that sensations are probably weighted sums of intensity signals, and
weighted sums seem to be understandable as neural computing processes.
The rest, as far as working-model design is concerned, is up for grabs.

The levels as they stand now are

Intensity, sensation, configuration, transition, event, relationship,
category, sequence (ordering), program (if-then contingencies),
principle, and system concept. There are many systems operating in
parallel at each level. A given system"s perception is a function of a
set of perceptions of lower level, usually the next lower level. To alter
or control a perception at level n it is necessary to manipulate
perceptions of level n - 1 (or lower), but the reverse is not true. For a
perception of level n to exist, perceptions of level n-1 must exist, but
the reverse is not true. These are the principles of HCT, which any
proposed level of perception must meet.

Avery (911231b) --

>>The only way you can appreciate the problem is to get inside the
>>speaker and catch yourself using a third-person word, and ask "How did
>>1 know that 1 should use that word?"

>No. The first wisdom of linguistics is that speakers are always wrong
>when they try to explain why they say what when (the stories are
>pathetic, and tend to fail within 30 seconds).

I believe you"re talking about speakers being wrong in stating a general
rule about language as they use it. That isn"t what I meant (1 should
have said what 1 meant more clearly). What 1 meant is simpler (and 1°11
use a simpler example). 1™"m talking about the experience of looking at
two dogs and selecting "dogs"™ as the term for describing them rather than
"dog." From the external point of view, one would explain that '"dogs" is
the plural of ""dog", and because there are two dogs, we must use the
plural form to refer to both of them. What 1 want to know is how the
speaker knows there are two dogs rather than one, so as to know whether
to pick the plural form over the singular form. When we get inside the
system doing the speaking, we realize that it is not at all self-evident
that two dogs look different from one dog (this is especially the case if
we"re looking at the problem of building a perceiver that can report the
number of instances of a given item).

From inside the system, it"s clear that "dogs"™ is not just a plural: it"s
the name of a category. I"m seeing an instance of this category, and
another instance of the same category, with the result that | perceive
"twoness' in addition to "'dogness." This happens before | pick the terms
with which to describe the experience -- it must happen first, so | can
tell what words to use. From the external standpoint, these questions of
perception don"t arise; the perceptions are projected into an objective
world, and the assumption is that any viewer would experience exactly the

13
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same world. It might take you a while to realize that the perception 1
refer to as "two dogs" is my two automobiles. Or that 1 have not
perceived the third animal as a dog, because it looks like a fuzzy cat to
me.

>_.. getting behind the descriptions to the explanations will be
>reverse engineering all the way ..

Beautiful. Precisely.

>0ne important difference between talking and ordinary behavior is that
>such control systems as there are to govern the structural aspects of
>language use are limited, and don"t work very well.

> On the one hand there are no significant disturbances to prevent you
>from saying something that means one thing rather than another, and on
>the other hand it"s incredibly difficult to tell what the people who you
>are talking to actually make of what you are saying ...

We were talking about this not long before you got on the net. 1%ve
proposed -- to be shot down or developed -- an HCT approach to language
generation that involves two parallel control processes.

One process adjusts utterances according to the meanings they evoke in
the speaker as they are uttered (or iIn imagination prior to utterance);
this leads to editing on the fly and other means of adjusting the meaning
of an utterance to make it match the meaning intended to be communicated.
The control system controlling for meaning has no preference for one
verbal form over another as long as the result is perceived by the
speaker as the speaker®s intended meaning. Meanings, save in special
circumstances, are nonverbal perceptions to which words and word-
structures refer (memory association or some other mechanism).

The other process adjusts utterances according to whatever linguistic
conventions the speaker knows and cares about. The linguistic forms are
perceived, and if they are in error, the control systems adjust the
developing sentence where possible or force a restart. You see why I™m
concerned about how an error at a higher linguistic level gets turned
into the adjustments at lower levels that will correct the error.

These two control processes select utterances that satisfy both kinds of
criteria at once: the sentence must convey, at least to the person
generating it, a meaning that matches the meaning to be communicated. At
the same time, it must be perceived as satisfying the requirements of
form, whatever they are for that person. If there iIs an utterance that
will meet both goal conditions, it is found and emitted. Usually there is
more than one utterance that will do the trick. But sometimes there isn"t
any.

And of course the speaker can be mistaken, socially speaking, about both
criteria. The words may evoke meanings unique to the speaker, leaving the
listener wondering what was meant or in possession of an unintended
meaning (as you say). Or the grammatical forms may be regulated with
respect to a misunderstood social convention, so they sound fine to the
speaker but ignorant to everyone else.

> so it, 1 would say, [is] primarily a matter of flying blind via feed-
>Forward (which is one reason why most people do it so badly).

14
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In the light of the above, 1 hope you®"ll see an alternative to [ugh,
blech] "feed-forward."

>There are at least two issues to be dealt with: a) what is the
>structure of the representations in the “reference signal®™ (desire box)
>and "input signal® (belief box) b) how are the actions calculated to get
>them converged. (&) is something which linguistics can contribute to,
>put not (b), 1 would say.

You"re right about the issues. | hope you"re willing to put in some
effort on (b), which is the "reverse engineering" part of the modeling
problem. Perhaps linguistics as it is can"t handle (b), but let"s think
in terms of linguistics as it might be, given control theory. 1 think
some study of how people construct sentences, with this problem in mind,
might show us how people actually detect and correct errors. Then at
least we"d know what we have to model.

I really think that for our lifetimes, "modeling” at these higher levels
is going to remain at the level of defining the problems. If we can see
some regularity in the way people correct errors, we can incorporate that
regularity into a working model even if we can"t say how this process is
carried out neurally. In this way you can test a model by running it, to
see if it"s self-consistent and what unexpected things it will do at
whatever level of detail we can handle.

I agree with you that Prolog might be a very appropriate language for
doing some of this modeling. I don"t know the language, but I presume
that those who do will "volunteer" their services.

re modeling:

>in interesting cases, there are a

>horrifyingly large number of different paths what would have to be
>explored to figure out how to satisfy the desired goals, and it"s
>not at all clear how we are able to find our way through the maze.

It"s not necessary, in HCT, for any system to do a survey of
possibilities. A control system of a given level doesn"t care what lower-
level perceptions are actually employed, as long as they add up to the
right state of the perception at the higher level. What you need is just
a map showing, for each value of error signal, some alteration in a
lower-level perception or set thereof that will make the error smaller.
As long as you keep making the error smaller, you will end up with
control. It doesn"t matter whether the resulting path is the shortest or
best -- that would involve a different kind of perception, one that isn"t
essential to control. | don"t think the difficulties are as awful as they
first appear.

>1"d suggest that David Marr®s work on visual perception & Ray
>Jackendoff®s on natural language semantics (Jackendoff 1987,
>Consciousness and the Computational Mind; 1991 Semantic Structures) is
>quite relevant to the conversion problem.

1"ve read Jackendorf®s (sp?) book and remember that he seemed to be
following the same path as mine, just about step for step, until we
diverged at some point that 1 forget. 1°1l1 leave this in the hands of
linguists, however -- 1"m always getting tempted to go deeper into
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linguistics than my knowledge justifies.
re modeling:

>So we have a simulator (Cimagination®), to calculate the likely outcomes
>0f various courses of action. But full analog simulation is also
>extremely expensive, whence the utility of propositions and logic

>as a cheap (though often nasty) substitute.

I agree about the simulator (imagination mode). But you have the cost of
analog vs. digital operation backward. The analog approach is BY FAR, by
ORDERS OF MAGNITUDE, the cheaper and simpler. You®re thinking in terms of
computers; 1"m speaking in terms of brains. But even in the computer
world, an analog computer can run rings around a Cray in computing
systems of simultaneous nonlinear differential equations. It"s just not
as accurate, and so can"t carry out integrations over long periods of
time.

Neurons are fundamentally analog devices. Getting them to do digital-like
operations is a complex matter that must involve constructing many-neuron
circuits even for the simplest "and"™ or "or" operation (essentially
nobody believes any more that single impulses have any signficance). So
in the brain, it"s the digital operations that get complicated and
expensive.

>In effect, propositional representations save computuational effort by
>omitting details that are (usually) irrelevant to the important features
>0f outcomes.

This is why there"s a category level of perception in the HCT model.
Categorizing is the process by which we create discrete symbols to
represent the continuous analog world of the lower levels. Propositions
are cast in words or other symbols that stand for categories of
perceptions, leaving out all the differences that are by fiat treated as
not making a difference. We act as if logically-calculated outcomes
expressed in verbal symbols contain all relevant considerations, but that
is hardly ever true. In fact, we tend to treat a description of an
outcome or decision as if that"s all that is required, when in fact that
description must be turned into many levels of perceptual goals, and
ultimately into detailed motor activities, if the described result is in
fact to be brought about. How is it that we are able to create detailed
effects on our worlds which, when perceived, turn out to conform to a
verbal description of an act that is to be performed? Linguistics (and A-
1) have essentially ignored this problem.

>It won"t be easy to figure out how the interfacing and the logic works.

But won"t it be fun?

Greg Williams (920101) --

You"re doing fine with Delprato and I"m keeping out of it. Nice to have

your thoughts on the net. Needless to say, | concur completely with your
analysis of explanation in terms of generative models. Generative models
aren"t reductionist, because their structure is part of what makes them

work. Structure isn"t a reductionist concept: just the opposite.
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Best to all
Bill P.
Date: Wed Jan 01, 1992 3:24 pm PST

Subject: Reverse Engineering
[from Gary Cziko 920101.1715]
Avery Andrews (911231a) said:

>_.. getting behind the descriptions to the explanations will be
>reverse engineering all the way ..

Bill Powers (920101.0900) replied:
>Beautiful. Precisely.

I would appreciate Avery and/or Bill giving me a description and example of
"reverse engineering.” 1 have a hunch that ALL science and ALL nontrivial
engineering (i.e., finding engineering solutions to new problems) is in
fact reverse engineering, but 1 want to no more about what this terms means
before making this claim.--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Date: Wed Jan 01, 1992 3:53 pm PST

Subject: Structure vs. Reductionism
[from Gary Cziko 920101.1730]
Bill Powers (920101.0900) said in response to Greg Williams (920101)

>Generative models
>aren”"t reductionist, because their structure is part of what makes them
>work. Structure isn"t a reductionist concept: just the opposite.

Bill, could you expand on this a bit? As I"ve seen the term "reductionism’
used, It seems quite consistent with Greg®"s using psychology to explain

sociology, physiology to explain psychology, and physics to explain
physiology (although I guess 1 would stick chemistry in their between
physiology and physics). So you are saying that moving to the next lower
level isn”t reductionism because of the structure at that same lower level?
But what is the structure at the level of physics? Just the laws of
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physics? Using physics and its laws to explain more molar phenomenon still
seems reductionist to me.

What saves PCT from reductionism (for me, anyway) is the idea that higher
levels of organization specify reference values for the lower levels. But
what is the comparable structure in physics or biology?

Also (and this is for Greg, too), can"t generative models of psychology
move to a lower level that is still psychology? If you want a generative
model of a dancer®s ability to dance, can"t you do this analyzing it into a
series of smaller abilities or behaviors (sequences and programs)? And
what provides a generative model of economics? Somehow, 1 feel
uncomfortable with looking to sociology for economics.

Greg"s post today had so many interesting tidbits in it that 1 think we"ll
be mining it for a while to come. 1°d love to see this
reductionism/structure/explanation/description topic become another lively

thread on the net. 1 just hope that Greg"s funny money from MCI Mail lasts
a while!

--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1llinois 61820-6990

USA

Date: Wed Jan 01, 1992 4:10 pm PST

Subject: generativity
Gary Cziko:

>Also, you use the word '"generative'™ to refer model building at the n-1
>level. It is interesting that this is the exact same word that Chomsky and
>post-Chomskyan linguists use to differentiate their approach to
>understanding language from the descriptivist structural linguists which
>preceded them. But 1°m not sure where their n-1 level is. It certainly
>isn"t physiology or even psychology. Perhaps Bruce Nevin, Avery Andrews
>and/or Martin Taylor could add some insight here.--Gary

There ain"t none - it"s a different notion of “generative”, referring to
the idea that the generative grammar is supposed to describe with mathematical
rigor, in the manner that equations generate circles, etc. (some of them
do, some of them don"t). Interestingly, however, linguists can use these
models to make predictions that are, | think, more impressive than the
average social science generalizations, since the patterns described

are quite intricate. E.g., given that s_1 thru s_n are sentences of

a language, we can often successfully predicat that some new sentence

s is also (and what it means (but the respective roles of the linguist
and the theory are not terribly well-defined in the manufacture of

these predictions, for reasons | won"t go into now.
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All 1 meant by “reverse engineering” is that there is no quick substitute
for figuring out how it works on the basis of analysing what it does.

Avery Andrews

Date: Wed Jan 01, 1992 6:01 pm PST
Subject: Closed Loop and Newsletter

from Ed Ford (920101.18.55)
Happy New Year to all....

The Newsletter and the latest issue of Closed Loop should be in your
mail boxes within two weeks IF you are a paid up member of the CSG.
Just the newsletter if you are not paid up but still on our mailing
list. Contributions (single spaced, type written) for the newsletter
will be accepted, especially by E Mail. Since the advent of the
CSGnet, most netters, It seems, would rather stay with the net, thus
the slim pickins in the newsletter. Those non-members wishing the
latest edition of Closed Loop should send their annual $40 dues payable
to: Control Systems Group and send it to Mary A. Powers, 73 Ridge Road,
CR 510, Durango, CO 81301.

Ed Ford ATEDF@ASUVM . INRE.ASU.EDU
10209 N. 56th St., Scottsdale, Arizona 85253 Ph.602 991-4860
Date: Wed Jan 01, 1992 11:58 pm PST

Subject: Re: Control of Beh.;Kolbe;M.Taylor

From Tom Bourbon [910102 -- 0:45]

Rick Marken [911230]. The presentation I mentioned earlier, on control
session, with accompanying computer demonstrations. | can®t send

a manuscript, because there isn"t one, yet. 1 have the proposal,

which is a glorified abstract, which I will send to you. I am

writing on the paper during this holiday break. Actually, 1

want to learn if the presentation is accepted, before I finish

the manuscript. | would like to add finishing touches ot the

paper after presenting it at the meeting in April, then ship

it off for rejection by JEAB.

The approach to control of others that 1 take is in the
context of two-person tracking tasks. This study uses the
program from my chapter in Wayne Hershberger®s book. In that
program, each of two people uses a different control handle
to keep his or her cursor even with his or or her target (two
targets, two cursors), but movements of one of the handles (the
one on the left) also affect the cursor affected by the other

19



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell Page

handle. In the original study, this was run and modeled as an
example of simple interference, by one person, with a variable
controlled by the other person.

However, the environmental linkages are such that the person
who affects both cursors can act to deliberately affect the
cursor controlled by the other person. The options for deliberate
influence range through helping or aiding the other, entering into
impossible conflict, or controlling the actions of the other. For
the "privileged" person (the would-be controller) to control the
actions of the other (the controllee-to-be), the controller
selects a pattern of handle movements he or she wants to see
from the controllee, then manipulates the left handle in a
way that disturbs the cursor controlled by the controllee. By
experimenting a little, the controller discovers that it is
only necessary to watch the handle movements of the controllee and
move the left handle any way necessary to see the desired pattern.
OFf course, the actions of the controller are constrained, in that
his or her actions constitute disturbances to a variable controlled
by the controllee and if those disturbances are are excessive, the
controllee will abandon the task, thereby thwarting the inteions
of the controller.

Trying to describe this in words is not easy! But everything
happens smoothly and quickly when two people perform in this
condition. And the same PCT models 1 used in the chapter simulate
the task beautifully. Each of those models is a single loop,
controlling a relationship. In an expanded version of the models,
the model of the controller has two loops -- one to produce
movements of its own handle, the other to control for the
perceived pattern of movement by the other handle. The pattern-
control loop acts only on the integration factor of the move-the-
left-handle loop. The initial gain for that loop is set randomly,
then the higher loop uses a random (E.coli) procedure to change
the gain, if the pattern it senses from the right handle deviates
from the one intended by the left model. All the while, the right
model tracks the right target with the right cursor, eliminating
the disturbances produced by the left handle and, in the process,
moving its simulated handle in the pattern "desired” by the left
model. Just the way two people do it.

Your plan to use key presses and directly vary the schedule
will obviously, and nicely, produce the results seen in the
libraries full of cumulative records that behaviorists have
cranked out over the years. The closest 1 get to that approach
is when 1 vary the magnitude of the effect of a handle on a
cursor, in a tracking procedure -- the greater the effect, the
smaller the movements, and so on.

I am not familiar with behavioristic studies iIn which people
tried to predict moment-by-moment details of behavior by invoking
manipulations of schedules. However, in the November issue of
_Psychological Science_, (Nov., 1991), Robert Epstein has an article
(Skinner, creativity, and the problem of spontaneous behavior, pages
362-370) in which he cites some of his earlier work that recorded
moment-by-moment changes in the probabilities of various "Responses”
to "multiple controlling stimuli.” 1 plan to look at those studies,
when our library reopens. They might be of interest to you in
your writing.

David Goldstein [911230]. So, you also lapsed into an
interpretation of Kolbe that suggests she wrote about 'types"™ of
poeple -- you said that Rick and I are "follow through" types.
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I did look at the book again -- for the last time. It is true,

as you said, that she writes of four "variables"™ or "modalities"
that characterize human actions -- people have variable "magnitudes"
of "fact finder," "follow thru (sic),”" "quick start," and
"implementor." In turn, each of these "faculties" is driven by

a different _instinct_: "the instinct to probe, the instinct to
pattern, the instinct to innovate, and the instinct to demonstrate,"
respectively. If you see very much in all of that that resembes PCT,
you must be reading a different book from me!

Clearly, she has a "power™ or "energy" theory in mind -- a person
has only a certain amount of "conative energy,” nicely parceled
out into each of the four categories, in different proportions for
different people. This energy or power is "unleashed," '"stored
up, released," "used up," "replenished,” and so on. (No wonder
she likes to associate her ideas with those of Freud, although
she says he didn"t get it all quite right. Her ideas are as
psychodynamic as you can get.)

There are some gems, scattered throughout the book. "But she
did a personal nosedive when the business outgrew her Quick
Start strengths and needed more Fact Finder than she could
muster." (p. 65) "Richard®s burnout was a symptom of conative
stress. He had used up his Follow Thru without being able to
replenish it." (p. 75) What can | say?

She uses four-digit codes to represent the magnitudes (0-9)
of each of the four "faculties." Hence, one person might be
a "4629" while another is a "6718." If that is not a reversion
to typological thinking, | never saw one.

IT some of you pursue contact with Kolbe, 1 wish you well.

IT you find her open to PCT, please let us know.

Martin Taylor [911231]. If you have opportunities to follow
through (oops, follow thru) on your resolution to look for
applications of information-theoretic concepts to control theory,
please share the results. Being the fundamentally lazy person
that I am, 1 will resolve to follow your posts, with interest,
and with appreciation for your efforts.

Best wishes.

Tom Bourbon <TBourbon@SFAustin.BitNet>
Dept. of Psychology

Stephen F. Austin State Univ.

Nacogdoches, TX 75962 Ph. (409)568-4402

Date: Thu Jan 02, 1992 6:14 am PST
Subject: While the funny money holds out....

From Greg Williams

Gary Cziko (920101):

>While 1 think I understand and basically agree with your argument, the
>apparently reductionist aspect of it still makes me feel a bit

>uncomfortable.

>But if you can explain, predict and control a phenomenon by the next level
>down, how is this not reductionism? Where do you put in the "downward
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>causation" discussed by Popper and Don Campbell and at work in the control
>hierarchy when phenomenon at a higher level influence phenomena at a lower
>one?

Possibly 1 have claimed, or implied, too much. I wanted to emphasize that
trying to explain (as humans appear to typically interpret that term)
phenomena SOLELY AT THE LEVEL OF THE PHENOMENA doesn®"t work. I admit a bias
toward "how" explanations, but I admit that a case can be made for "why"
explanations, too, which appear to involve the level ABOVE the phenomena. But
in neither genuine "how" nor genuine "why'" explanations (‘'genuine' meaning
extrapolative; setting limits) of phenomena at level n can refer ONLY to
phenomena at level n.

Skinner was enthralled by, and gave primacy to, "why'" (historical and
evolutionary) explanations over and above "how" explanations. But I"m not very
impressed by most of his arguments for doing so. The utility of "why"
explanations for prediction and control seems to me much more circumscribed
than that of "how" explanations, in general -- Skinner himself admitted that
the time gap in causal notions iIn his own "why" explanations (i.e.,
reinforcement BACK THEN results in increased response rates NOW) needed filling
with "how" explanations at some point. Nevertheless, his argument that it is
premature to attempt "how'" explanations for psychological phenomena because of
current technological limitations is reasonable, and this problem can only be
worked around by bold and inspired (and maybe even lucky) theorists -- like
Bill Powers!

>P.S. How much of the $100 got consumed in your post? Will we ever hear
>from you again? 1 hope so.

That was 250 X my 2 cents worth. Still plenty more where that came from (pant,
pant)!

Gary Cziko (920101.1730)

>What saves PCT from reductionism (for me, anyway) is the idea that higher
>levels of organization specify reference values for the lower levels. But
>what is the comparable structure in physics or biology?

What 1 THINK (and I could be wrong) saves the 'generative models"™ notion of
explanation from reductionism is that you can"t skip levels. The chemistry of
combustion isn"t used iIn the explanation for the stalled car; rather, the
clogging of the carburetor jet is. The "'structure”™ (comprised of functional
relationships) at level n - 1 SUFFICES to explain observations at level n, and
there is no pining for references to even lower levels. You COULD incorporate
such lower-level structural references, but it appears to me that people don"t
need it to accept an explanation.

>Also (and this is for Greg, too), can"t generative models of psychology
>move to a lower level that is still psychology? If you want a generative
>model of a dancer®s ability to dance, can®"t you do this analyzing it into a
>series of smaller abilities or behaviors (sequences and programs)? And
>what provides a generative model of economics? Somehow, 1 feel
>uncomfortable with looking to sociology for economics.

You certainly can DESCRIBE behaviors in finer and finer terms. But if you
don"t include consideration of the underlying structure, it will be ONLY
description. Detailed observations of, say, intention tremor can provide no
more basis for its amelioration (that is, MORE THAN masking of or compensation
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of the symptoms) than can detailed observation of the relationships of
stalling to car speed, accelerator pedal position, etc., provide a basis for
knowing which jet to replace. The underlying generative mechanisms are simply
underdetermined by the observed phenomena in any reasonably complex system-in-
its-environment.

Ever cheaply yours,
Greg

P.S. Is there still interest in an IBM DOS binary-to-ASCI1 file conversion
program? My wife, Pat, is working on an optimal one, which we are calling
"BURN" -- it makes *.ASH files (ASCII-from-Hex) which can be UNBURNed at the
receiving end. The ASHes are less than twice the size of the original *_EXE or
*_ZIP or whatever, so you can E-Mail a zipped *.EXE file about as long as the
original *_EXE file.

Date: Thu Jan 02, 1992 6:49 am PST
Subject: elements of a model

From: Bruce Nevin 920101 1226]
(Bill (Sat 14 Dec 1991 09:03:06) )--

>You"re proposing an element of a model here, so let"s be sure what
>it is.

OK, if we are going to propose an element of a model, let"s First
carefully distinguish ontogenesis from function as a fait accompli.

Fait accompli: given a perceptual control hierarchy in place with
recognizers for words according to their "argument requirement'” and
in their various morphophonemic variants or reductions (e.g. am,
is, are, was, were, be, being, been, -"s, -"m, -"re, and zero as
contextual variants of "be'") and the *linguistic* context in which
each variant occurs--selected according to linguistic context, NB,
and not by semantic considerations—--it all just works. No need for
statistical studies or processes of classification, which are apt
only for the antecedent processes of language acquisition. All
examples of adult comprehension and production of language belong
here, with the requisites of the model safely presumed into
existence, thank you very much.

Ontogenesis: how can recognizers for words according to their
argument requirement in fact come iInto existence? These appear,
for many languages, to be N (primitive nouns--dog), On (operators
with one N argument--sleep), Onn (eat), Onnn (give), Oo (operators
with one operator, of any class, in its argument--be true), Ono
(think), Oon (surprise), Ooo (cause). How can these recognizers
learn how to identify various allomorphs as instances of the same
noun or operator morpheme, and recognize the context of other
morphemes in which each allomorph can or must occur (especially the
zero allomorph which each morpheme has)? We obviously can"t just
presume them into existence. Even if we can"t know for sure (at
least at this stage) we must show that they are plausible outcomes
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of reasonable neurobiological processes available for the
ontogenesis of the perceptual control system in general. All talk
of classification, of whether or not statistical analysis is
required, and of memory and learning, belongs here. It is by these
means that the fait designated in the preceding paragraph becomes
accompli. The appropriateness of any examples of adult
comprehension and production of language here is partial and
questionable at best, thank you very much.

We can avoid needless confusion by rendering unto the infant only
examples of linguistic control suitable to the infant"s linguistic
capacities and unto the adult the fait accompli of a control
hierarchy suitable for the examples of adult control of language
that we so much like to toss about.

Let"s stick with ontogenesis, now, since that is what you are
asking me to help to pin down in modellable terms.

I said (911210):

>We don"t care how frequently two things have cooccurred
>(statistical studies), but only *that* they have cooccurred.

Even the linguist only does a distributional analysis (what can occur
with what) and not a statistical analysis (how frequently each
combination occurs), and that was all 1 was claiming for the development
of the perceptual control hierarchy.

Given that the prior existence and use of language in the child"s
community limits the cooccurrences that the child actually
encounters, much that seems problematic at first blush simply goes
away. The structure is immanent in the language. The child does
not invent it. The child does not need a statistical analysis to
construct it.

This was a point about the ontogenesis of linguistic control. Bill
responded:

>You seem to be proposing that a single cooccurrance would suffice
>to establish the memory. . . . If I say "the and" one time, is
>that sufficient for you to establish this pair as a conventional
>cooccurrance, or does it have to happen more than once? When you
>think about this a little more, 1 think you"ll agree that even the
>nonlinguist has to do some statistics (in effect) to establish
>which cooccurrances to take seriously and which to forget.
>Somehow the "memory" has to come to recognize significantly-
>frequent cooccurrances over some period of time. There®"s a
>process of learning involved, and it doesn"t necessarily happen in
>one trial. In most cases one-trial learning would be a
>disadvantage.

Well, first off the words "the and" cooccur not only with each
other but also with one or more intonation contours, as well as
with other words.

1. You may say '"the and™ In a sentence in which you are
referring to the "and" in some utterance. Example: "The “and”
is unnecessary here, just use a comma.” The ~“and" in this
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usage has stress befitting its role as a noun in the sentence,
and linguistic and nonlinguistic context must of course
support this interpretation for it to be intelligible. Q:
"Which word do you want me to leave out?"” A: "The and."
There is an unstressed-stressed pattern over the two words
that is found over many sequences beginning with "the" and
ending with another word, with sometimes other words
intervening and interrupting that pattern (“"the little red
book™). (There are other stress/intonation patterns too, but
this is the one that occurs most freely in different contexts.
NB: Not most frequently, but with the freest distribution--the
fewest restrictions as to what can cooccur with it.)

2. More importantly, you may say ''‘the and" with a break iIn
the intonation pattern:

Well, if you ask me, the--and I"m sure they"d enjoy this!--the
rabbit should disappear into the mad hatter®"s hat.

The two intonation contours, one interrupting the other and
then the first resuming where it left off, are also linguistic
elements coccurring with "the" and "and". This is represented
by dashes in the example. Intonation contours are among the
very earliest elements of language that children control in
their babbling. Errors of many sorts are disclosed by breaks
and interruptions of intonation contours.

3. You may say ""The. And." with the intonation of reading
words in a list. This is also a familiar intonation contour.
It is found also in ""The,” and “and,” and . . ." and also in
sentence-conjunction form "I say the word “the,” and I say the
word “and,” and 1 say the word . . ." which might be taken as
the source of the second and thence of the first as

reductions.

IT you can think of another sort of context in which a child might
hear "the and" please tell me.

But I agree with you that (except for (1)) "the and” is not the sort of
coocurrence that I want to end up controlled for in the fait accompli of
language. How does it become less important and not remembered (in the
memory immanent in a sequence recognizer) while the dependency between a
word of an operator class and the word or words of its argument classes
becomes more important and remembered by a sequence recognizer?

>You use the word "memory," but is that necessarily what you need
>for this model? Before you can remember a cooccurrance, you have
>to be able to recognize it as a cooccurrance. Something has to
>pick out of all the hundreds of things going on simultaneously a
>particular pair of perceptions to designate as a significant
>cooccurrance so that it can be reproduced later.

No, I meant just "memory."” | am supposing that for a time at least
one remembers all the perceptions of a situation, nonverbal and
linguistic, and subsequently only an idealization or normalization
or regularization of them. Is this category perception? Perhaps.
Or perhaps the substitution of a remembered/imagined category
exemplar for the detail of immediate experience. This idealization

25
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or normalization is typical of language. 1 believe it is also
typical of much nonverbal perception, and the perception of
exemplars or norms or ideal types is at the heart of what we call
culture.

I would like to take up this idea of category perception in terms of an
idealized exemplar that discrepant instances can satisfy, which has some
currency | understand, but that is topic for another occasion.

As indicated above, | do agree with you that there is memory embodied in
each higher-level recognizer, and this sort of memory also has an
important role.

The difficulty for exposition (but the saving grace for the theory)
is that these things are not learned sequentially, tidily in order,
but pandaemonically, all at once. What I imagine is vaguely like a
ping program in computer network technology. The ping function
generates a test message that elicits a response from a target
address. The device at the address is obligated to acknowledge a
ping with a response. Another analogy is to up/down protocols with
their "are you there' messages. So a recoghizer receives an input
that matches its reference signal and outputs a signal that could
be perceptual input to other recognizers. One possibility, though
messy: by associative memory and imagination, signals come back to
its input function from collateral ECSs in the hierarchy that
either strengthen signals already coming in to its input function
or supply signals not actually derived from the environment.

Neater would be for associative memory and imagination to be a
function of higher-level ECSs. A higher-level recognizer expects
perceptual input that is not actually being supplied from the
environment. What sort of interaction between it and lower-level
recognizers would lead one of them to supply the missing sighal by
imagination (it must be there, everybody else says so') rather
than generating an error message so that the organism goes about
seeing that it gets picked up from the environment? Or, failing
that, reorganizes to a different ECS (bouncing up and down on its
toes in the wings, only its signal is not so strong as that of the
ECS whose signal is preferred because currently stronger).

A perceptual signhal comes into a nascent foo-recognizer. It sends
out a signal as though (anthropomorphically speaking) it were
transmitting the news "l perceived foo" (or just "foo™). Other
perceptual signals experientially associated with the "foo" signal
are being received by other recognizers (nhascent or well
established). Another nascent recognizer that is available
(redundant perhaps, or else not yet committed to a particular role
in the hierarchy) receives such a signal from the foo recognizer
and from a bar recognizer. With repetition over time the foo
recognizer becomes well established, as the bar recognizer was, and
a higher-level foobar recognizer comes into being. Or perhaps an
input function develops that combines the signals so that the
nascent foo recognizer merges with the bar recognizer, resulting in
a foobar recognizer. (How does an unspecialized grouping of nerve
cells come to be a specialized recognizer for a particular
collection of input signals? How does an input function for an
elementary control system come into being? Just there lies a lot
of the mystery of memory, 1 should judge.)
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Actual cooccurrences of morphemes (words, affixes, intonation
contours) with one another and with nonverbal perceptions are the
basis for developing recognizers for classes of words. (The
morpheme cooccurrences are more constrained, more regular, more
mutually redundant than the nonverbal perceptions associated with
them insofar as the former are conventional to a much greater
degree than the latter.) You don"t need to count cooccurrances of
"the"™ with following "and" vs. cooccurrances of '"the" with
following "dog'". "The"™ is a peculiarly restricted word in the
language to which the child is exposed. A nascent word-sequence
recognizer for words that follow "the" is plausible. It would call
for or set up a recognizer for a class of words. Another
recognizer for words that follow "aZan' would turn out to call for
the same class of words. Another class of words (“adjectives') can
intervene between '"the" and the first class ("'nouns'™), and these
two classes also cooccur (in noun-adjective order) with some form
of "be"™ intervening. And so on. All that is needed is some means
by which recognizers with identical or highly similar input
requirements come to draw on the same subsidiary recognizers. The
language itself provides numerous points of particularly obvious
regularity at which the child can start, because of which
cooccurring words are more susceptible to classification (and we
know from Bruner that the social context provides a much more
explicitly supportive LASS), and then one emergent word class
supports the cultivation of others in a delightful reciprocal
process of which the child does not tire for many years.

It is the higher-level recognizers that foster development of
class-recognizers. | surmise that they start out life as word-pair
recognizers. What are all the words that cooccur with this word?
What is needed next is means for recoghizers with intersecting or
coincident input classes to pool their input requirements in a
single class recognizer. It is the class recognizers that give the
appearance of statistical analysis having been done.

I have not yet read any of the neural Darwinism literature. From
what 1 have seen, it looks as though it might provide the sort of
mechanisms that 1 am groping for here.

Skipping back to the fait accompli, it might be useful to emphasize
what sorts of recognizers I am looking for.

I want a sequence recognizer that takes input from the recognizer for
the word "sleep™ and expects there to be any word of the N class in a
position appropriate for a first argument. (This might not necessarily
be a prior word--remember poetic inversion, as in "long slept he e"er he
woke'--and of course it might be a zero allomorph of the argument word
if e.g. the recognizer for a higher operator provides a signal based on
parallelism among its arguments.)

I want a sequence recognizer that takes input from the recognizer

for the word "dog"™ and expects any word of any of the operator

classes On, Onn, Onnn, Ono, Oon. Maybe this is just a requirement
for an ACK signal from one or more operator-recognizers saying "l
assume you are in my argument.”™ Such a signal would be iIn the *input*
requirement for the word-recognizer. This amounts to saying that
recognizing a word entails assurance of its structural (dependency)
position relative to other words in the utterance, assurance that can
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only be given by satisfying a sequence-recognizer for those
dependencies. Receiving more than one such signal in pandaemonium is
fine, but at least one must be received else the word recognizer
generates an error signal--which may be ignored, of course, if
higher-level purposes are attained nonetheless. This sort of
arrangement might account for how we accomodate error.

A couple of paragraphs more on how reductions work. 1 want the word
recognizer to be able to get a signal from the sequence-recognizer for a
conjunction, say, telling it that a zero allomorph of the word is OK
(since the same word, indentified for same reference, cooccurs in a
parallel argument position under the other argument of the
conjunction--e.g. "l like pistachio and Mary chocolate™ or "I like
pistachio but not banana fudge'). Signals about context for reduction
must come from various places to the word recognizer, which may use them
or not, depending on the word (not all words are reduced or varied in
shape in a given word- dependency context) and (at least for production
of an utterance) depending on the gain on the word recognizer--the
higher the gain, the less reduction permitted.

The morpheme recognizer for -ed on e.g. "fixed" must recognize it
as a reduction of explicit morphemes asserting temporal relation
something like "before my saying this." This must be available for
all verbs and all past tense allomorphs, for break and the o of
broke as well as for fix and -ed.

I certainly do not want a recognizer for every pairwise dependency

of individual words, that would preclude novelty and creativity in
word combination, or make it much more difficult than it manifestly
is. Some input requirements 1 think should not be replicated for e.g.
every word to which they apply, but rather to classes of words.

The sequence recognizers for all operators whatsoever must be able

to recognize absence of a first argument together with a certain
intonation (written "!'") as a zeroing of something like "I demand
that you should ___ " in the source of the imperative, as in "Go
home!", "Sleep!" and even 'Be heavy! (See what I care!)"

Fortunately, the word classes seem to be few and simple for purposes of
the operator grammar. (The taxonomies of classifier words (collie, dog,
animal, etc.) really seem to be a separate system, deserving of
attention perhaps with respect to how we use language to help organize
our nonverbal perceptions.)

It appears that there is just one sequence recoghizer for each class of
operators--one for Oo operators, one for Onnn operators, and so on.

Here would be specified input requirements such as number of operators
that generalize over the whole class. Many of the Ono and Oon operators
are used only with a subclass of the N class of words, whose meaning
might be stated "human or human-like" (these include think, believe,
surprise, etc.). These subclasses of operators and the subclass of N
would have (redundantly) separate recognizers with the requisite input
requirements. But generally, 1 think, semantic matters are handled by
the association of word dependency trees with dependencies among
nonverbal perceptions. The latter do not I think form tidy dependency
trees but rather a sticky, fluid, and volatile mesh of dependencies that
surrounds and partly intersects that portion of dependencies that
corresponds with the word dependencies.
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In this respect | do agree with Martin and others who give primacy to
semantic considerations in the interpretation of language. | differ
with them in the claim that the construction of a set of candidate word-
dependency trees precedes this interpretation, so swift and unconscious
as not to be noticed by them, and control for associated meanings in
memory and imagination acts to select one of these that seems
appropriate. Some of the dependency trees proposed in this simple view
of pandaemonium would be preposterous were we conscious of them. (OF
course he doesn"t mean the bone chased the dog, when we hear "The
butcher, wanting the bone, chased the dog." Though this is in fact a
poor example, given the interrupting intonation contour represented by
the commas in the written form, but maybe it illustrates the idea.) |
believe that we draw on this process to mend gaps where two imperfect
dependency trees cannot be reconciled into one, and that this after the
fact return to the materials of syntactic dependency is more accessible
to conscioushess, so that they believe that is the whole of it.

I would like next to present some examples of operator grammar analysis
of an actual text along these lines, when 1 get some time again.

I hope this clarifies what 1 am proposing for a model, Bill. The
sentence forms like N1 t V N2 were drawn from the early history of
transformational analysis that led to operator grammar. | offered them
only to support the plausibility of ontogenesis (in the sense above). 1
don"t look for them in the model 1 am proposing, though the sequence
recognizers for classes of operators and their arguments are analogous.

Bruce Nevin
bn@bbn.com

Date: Thu Jan 02, 1992 6:51 am PST
Subject: Humpty Dumpty

[From: Bruce Nevin 911231]

Martin (911213 17:10) lays on me the heavy charge of redefining
"information" in the manner of Humpty Dumpty. Rather, 1 am declining to
follow Humpty Dumpties of the past, and self-avowed Humpty Dumpties at
that. To show this, I will quote from some of the originators of
information theory (drawing many of the quotes and paraphrasing some
lines of argument from Tom Ryckman®s 1986 dissertation).

Hartley"s original (1928) formulation does not define "information™
but speaks of information becoming ""more precise' with the
successive selection of symbols from a specified repertoire.
Shannon in his seminal 1949 papers on the "mathematical theory of
communication”™ (a more apt name than "information theory,' and
still the preferred term in the UK) distinguishes clearly between
meaning and his new measure of "amount of information.”™ In various
later writings Shannon repeatedly cautioned that the unexpectedness
of a message need have no discernible connection with any sense of
its semantic content or meaning, e.g. in von Foerster _Cybernetics_
(1952:219):

This kind of information is an ensemble concept. It is not a
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statement about a proposition, if you like, or a fact, but a
statement about a probability measure of a large ensemble of
statements or propositions or facts. It is a measure of a
kind of dispersion of that probability distribution.

Weaver in his contribution to the 1949 collection of Shannon®s
papers said:

The concept of information developed in this theory at first
seems disappointing and bizarre--disappointing because it has
nothing to do with meaning, and bizarre because it deals not
with a single message but rather with the statistical
character of a whole ensemble of messages, bizarre also
because in these statistical terms the two words _information_
and _uncertainty_ find themselves partners.

The communications engineer MacKay wrote in his 1954 "Operational
aspects of some fundamental concepts of human communication:

Communications engineers have not developed a concept of
information at all. They have developed a theory dealing
explicitly with ohnly one particular feature or aspect of
messages '‘carrying" information--their unexpectedness or
surprise value. . . . Their measure of unextectedness, the
average logarithm of the improbability of the message, . . .
is hnot therefore _information_ but simply a particular
measure of what they termed _amount-of-information_: (i.e.)
the _minuteness of the selection which the message makes from
the set or "ensemble"™ of all possible messages.

Cherry in his 1966 book _On human communication_ (p. 51) expresses
regret that '"the mathematical concepts stemming from Hartley have
been called "information® at all" since this new technical usage so
little accords with the presystematic notion of information.
Shannon also said as much (quoted by von Foerster loc cit):

I think perhaps the word "information' is causing more trouble
in this connection than it is worth, except that it is
difficult to find another word that is anywhere near right.

It should be kept solidly in mind that it is only a measure of
the difficulty in transmitting the sequences that are produced
by some information source.

Shannon and Weaver acknowledged that they had played the role of
Humpty Dumpty in perversly redefining an intuitively understood
term in a radically counterintuitive way. Shannon in his 1956
paper in _IRE Transactions_ entitled "The bandwagon' registered
surprise and perhaps dismay at '"the heady draught of general
popularity"” accorded to his measure of the amount of information
transmitted in a channel, saying "information theory has in the
last few years become something of a scientific bandwagon [and]
. . as a consequence, it has perhaps been ballooned to an
importance beyond its actual accomplishments.”™ 1In so doing they
played into the desire of many to have placed in their hands
mathematical tools whereby the presystematic concept of information
could be at once given a more explicit basis and made more
tractible for various projected manipulations. Probably
instrumental in this was the promise, never fulfilled, though

Page 30
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presaged even in Hartley"s work, of banishing the subjective
element from considerations of meaning.

Early enthusiasts, engaged and carried along apparently as much by
their ambitions for science as by the suggestiveness and promise of
the new theory, tried to apply it beyond its legitimate domain, but
were unable to get past the fundamental impropriety of seeking an
index of "meaning" or "content" or of qualitatively graded
discriminable response with the measure of communication quanta
that it defined.

This measure, which specifies only statistically average quantities
from statistically stationary sources, "did not correlate with any
interesting or relevant behavior of real perceivers, rememberers,
or thinkers" (Haber, in his critique of Dretske in BBS, 1983). The
information content of individual messages or situations cannot be
specified by such statistical averages over all possible messages
(or situations). As Dretske says (in his Precis in BBS 1983):

Insofar as communication theory deals with quantities that are
statistical _averages_ . . . it is _not_ dealing with
information as it is normally understood. For information as
it is ordinarily understood, and as it must figure in semantic
and cognitive studies, is something associated with, and
_only_ with, individual events (signhals, structures,
conditions).

The theory stipulates that statistically average quantities that
this measure specifies must be from statistically stationary
sources; that is, estimations of relative frequencies of occurrence
of a given symbol must not depend upon the time at which the
estimate was made. But this is scarcely a legitimate assumption
(even as an idealization) for any living control system, which
learns and whose responses change over time.

MacKay (in a 1969 postscript to the reprint of a 1950 paper, in
_Information, Mechanism, and Meaning_) summarizes:

It soon became clear that the biggest problem in applying
Shannon®s selective information measure to human information
processing was to establish meaningful probabilities to be
attached to the different possible signals or brain-states
concerned. After a flourish of “applications of information
theory® in psychology and biology which underrated the
difficulty of this requirement, it has now come to be
recognized that information theory has more to offer the
biologist in terms of its qualitative concepts than of its
quantitative measures, although these can sometimes be useful
in setting upper or lower limits to information-processing
performance."

Furthermore, we can see that Shannon "information” really has
nothing whatsoever to do with meaning, and purposely so. Hartley"s
measure H = n log s (for all sequences of n symbols chosen from an
alphabet of s symbols) requires that each symbol in succession iIn a
sequence be chosen independently, ruling out the stochastic and
recurrent dependency processes that characterize language (cf.
Harris _Mathematical Structures of Language_ ). Hartley, indeed,

Page 31



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell

was at some pains to eliminate "psychological factors' relating to
the meaning or interpretation of symbols. The symbols and symbol
sequences might be meaningful or meaningless--that is immaterial
for purposes of determining channel capacity. Indeed, the imagery
of a sender "mentally selecting"” symbols and symbol sequences from
an ensemble is iInappropriate, though almost always employed in
presentations of the theory. The same considerations apply to
Shannon®s extension of Hartley"s work. Shannon "information" is
good for channel capacity and that is all. It has not a thing to
do with meaning.

Shannon®s measure H would be ~just another measure®” if it did
not lead to the Channel Capacity Theorem. The fact that H
leads to that remarkable insight gives H a definite status.

In problems concerning coding of information for efficient
transmission through restricted channels H is the natural
measure. (J. Licklider, discussion, p. 24 of Cherry (ed.)
_Information Theory: proceedings of a symposium, London 1955.)

I realize that it is difficult to countenance the suggestion that a
cherished theoretical position is wrong. |1 must nonetheless do
just that: the identification of communication theory, socalled
information theory, with the usual sense of "information" is
specious, misleading, pernicious, and wrong. We must accordingly
distinguish carefully between Shannon information and information
content or meaning. (A little further on, 1 will show that this is
a tripartite distinction.)

I have asked you before to account for how the same measure of
"amount of information” might be found for several disparate
messages and situations. Suppose that a rigorous mathematical
treatment of the range and probabilities of alternatives were
carried out for a variety of messages and situations, such as a
child opening a birthday gift, an executive answering the
telephone, and a computer running a program leaving one state and
entering another in response to keystrokes. Suppose that the same
number n is computed, quite concidentally, for all of these
situations and messages. This means that the channel capacity
required to communicate each is the same. It does not, 1 think,
mean that their information content is the same.

Regarding information in white noise, you say:

a white noise can easily be a signal, and good criptography
tries to create signals that look as much like white noise to
an outside observer as possible. That there is a pattern of
redundancy . . . In the signhal is a fact known perhaps to all
observers, but the shape of that pattern is known only to the
recipient with the key.

But the information is in the near-white-noise _plus_the key, not
in white noise itself. Similarly for data compression. Bill
affirms (911215.1700) that white noise can be a signal, giving the
example of an engineer trying to determine the ambient noise level,
relative to which the broadcast of a symphony is "noise'. But it
is the mere amplitude of the white noise that is the information
here (‘'noise level'™) and not any information articulated in the
white noise. |1 had already allowed that the presence or absence of
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white noise could be a binary signal. 1 will allow that amplitude
modulation of white noise can in principle carry information, such
as the audio signal of a symphony performance or a voice. But that
information is not in the white noise, but rather in the amplitude
of the white noise, and for it the white noise is only a carrier.

Shannon information of communication theory may be useful for some
aspects of modelling, or for some metatheoretical considerations of
upper and lower limits (and perhaps even requisites) for
modelling--Wayne®s question to you brings this into focus. It may
seem useful rhetorically to redefine aspects of the perceptual
control hierarchy in terms of communication theory, because of its
continuing credibility and impressiveness. But is this anything
more than the continuing inertial momentum of the bandwagon
creaking on? As Haber (BBS 1983) pointed out, a purely
quantitative measure can have no empirical significance unless it
is relativized "to what the recipient of the signal already knows
about the signal and about the circumstances of its reception.”
The specification of this knowledge and the relativization to it
are both hopelessly beyond the capacity of communication theory.

Other theories are required for that: a theory of hierarchical
perceptual control and a theory of information content. It is the
latter which Harris provides us. | know of no other theory that comes
remotely close. The logicism of Carnap and Bar Hillel, though taken up
later by Hintikka, has been an arid dead end, the much heralded
"calculus of information" not forthcoming. Dretske®"s bold promises rest
on the cracked foundation of old premises. (For a comparison of the
measure of "information"™ in communication theory with those in
statistics, see Schuetzenberger®s contribution to the 1955 symposium
proceedings edited by Cherry, op. cit.)

Harris"s theory of linguistic information does rest upon a correlation
of redundancy (a hierarchy of constraints on combinability) with
meaning. It is related to information theory. However, it proceeds in
terms of relations of combinability of elements, rather than in terms of
probabilities over ensembles of elements.

Harris"s use of gradings of acceptability or likelihood as a criterion
for transformational equivalence of homeomorphic sentences obscures
this: it is a red herring. First, it applies only to one level of the
hierarchy of redundancies. Second, it may be dispensed with in place of
other criteria relating to subject- matter restrictions (sublanguage).
No statistical or probabilistic treatment of the elements of language is
required. (I will reply to Bill on this point separately, 1 hope
tomorrow.)

It is essential to realize that the linguistic information in a sentence
is not and cannot be identical with the perceptions It may evoke in
memory and in imagination. We may be pleased to think of these
associated nonverbal perceptions as the meaning of the sentence. Such
meaning differs between any one language user and any other perceiving
that sentence. The linguistic information in that sentence, however, is
constant, a communal property of the speech community. The meanings in
terms of idiosyncratically associated nonverbal perceptions are an
interpretation of that linguistic information and, being grounded in
that communal property, will have much in common from one language user
to another--but also unpredictably much disparate. Communication has to
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do with evocation of perceptions in memory and imagination. The
linguistic information in language is one social tool for doing this,
which is efficient for some aspects of meaning but not for others.

We thus have Shannon information, which has nothing to do with meaning
or information content; Harrisian linguistic information, which
correlates with socially conventionalized aspects of meaning; and
meaning in a general sense which inheres in the associations of
perceptions in memory and imagination. The commonalities from one
person to another in the latter are not nearly so great as our use of
shared language comfortably leads us to believe. It is In the essence
of our social being that we are charitable and overlook much.

Bill replies to you (911215.1700)

>1 think 1 side with you here: an outside observer, contrary to
>Bruce, can"t know what interpretation is being applied to incoming
>messages, and so can"t determine the information content just by
>looking at the message. |If the message says ''yes', the outside
>observer can®"t know how much semantic information that word
>carries without knowing the question that the listener is trying
>to get answered.

Let us be careful here, and distinguish clearly between Shannon
"information," linguistic information, and associative meaning. Let"s
look at each of these in turn with respect to this "yes."

_Shannon_information_, which is the "definition of information that has
formed the core of [Martin®"s] research work for some 36 years" referred
to in the passage to which you, Bill, are directly replying here, is
irrelevant. That is the point of all the foregoing in this post.

The _linguistic_meaning_ of the word "yes"™ is always bound up in its
role In the second half of a question-answer pair. Linguistically, when
you hear "yes," you must remember or imagine a yes-no question, and with
yes you must be able to include the affirmative member of the yes-no
disjunction given in the question. Recall that the source of a yes-no
question is a disjunction, e.g.

I ask whether John left or [he did] not [leave]. -->
I ask: did John leave [or not]? -->
Did John leave?

Having heard or uttered this question, a heard or uttered "yes" refers
to the positive alternative:

Yes. <-- Yes, John left.

Just as a "no" refers to the negative alternative:

No. <-- No, John did not leave.
Hearing only "yes" (or ""no") and not remembering an explicitly asked
question, we imagine the question, and from it we then fill out the
remainder of the answer to go with the single word. If we can"t, we ask
"“Yes" what?".

In this reconstruction of the linguistic information intended by the
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person who said just "yes" (or '"no'") we draw upon present, remembered,
and imagined perceptions all three. These _associative_meanings_
intertwine with the linguistic information in utterances in an
inextricable, sticky mesh. But that semantic mesh is a highly variable
flux, differing as | have said from person to person and from one
occasion to another even for the same person (acceding to the
comfortable fiction of "same person,'™ which must occasion a smile from
any good Buddhist). What is relatively constant is the linguistic
information immanent in the utterance, which functions for us somewhat
as a skeiner®s bob on which we try to loop and sort the strands of
perceptual life. The inherited agreements implicit in language give us
a leg up in coming to agreement about our perceptions, and about their
valuations and orderings in our mutual transactions (themselves
perceptions, of course). The structure of language and the linguistic
information in any particular utterance also does vary across persons
(or rather, across speech communities) and does change through time, but
at a rate slow enough and to a degree slight enough that we can mostly
contrive to overlook it, in the customary charitable oversight that I
have suggested is essential (probably biologically innate) to our social
nature as humans, primates, mammals, vertebrates.

By this charitable accomodation we also reconstruct another"s linguistic
intent by ignoring and patching over hesitations, false starts,
mispronunciations, substitutions of wrong words, and so on. That we
reconstruct and normalize the linguistic information in their utterance
as well as their perceptual intent (associative meaning) is shown by the
immediacy and confidence with which we repeat what they said, with the
repair, if e.g. someone asks "what did she say?"

It is also amusing sometimes to lapse from charity and poke fun, for
example at the entrepreneur at Charles and Dianne"s wedding some years
hence, whose signh said:

SOUVENIR PEN®"S

He was proud of his apostrophe, | suppose, or proud of demonstrating

control of this arcane device of orthography. Anyway, he made a good,
big one--so big that it looked like a letter "I". Just so with Rick"s
critique of "in" instead of "into" in the sign written by the janitor
tired of picking pee-soaked trash out of the urinal. Here, Rick, you
are on shaky ground. "In"™ and "into" have long been of closely allied

meaning and are interchangeable In many contexts, viz.:

I told you to put your toys in the box.
Toss your toys in the box now!

(Patter to pitcher in baseball game):
Throw it in there!

Where did he go? He went in there. What? |1 said he went in
that room. Look in there for yourself. No, | said to look iIn
_that_ room, through the window here. [1"m afraid the
conversation about his ex-wife drove him in there.

The punctilious could insist on "into" for each "in" here, though it is
a bit awkward in standard English before "there.” In some dialects, the
use of "into" in "don"t throw paper into the urinal”™ is as punctilious
sounding as "Throw it right into there, pitcher!"” would sound in a
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baseball game. But even If the janitor made a mistake (is not a member
of a speech community in which this is normal) the error is only
commission of an avoidable ambiguity--the alternative interpretation of
standing in the urinal to throw things, or of throwing things one finds
in the urinal (plus additional interpretations a machine parse would
turn up). The fact that substituting "onto" or "with" or "after"
becomes progressively less intelligible in context shows the primacy (in
the reading of the sign) of linguistic information, of which associated
perceptual "meanings' are an interpretation.

This has nothing to do with your "(ug) grammar,"™ Rick, a set of rules
such as for use of apostrophe in writing or not saying "ain"t" or "him
and me seen it." OF such tiny shibboleths are mighty social barriers
made, indeed, but they are judgements upon dialects spoken by members of
less prestigious social classes and have nothing to do with linguistic
information or meaning. The concern here is with structure that is in
language, and that can be determined by scientific study of any dialect
of any language. "Ghetto talk™ is entirely as capable of coherent,
logical, internally consistent and informative discourse as any other
language or dialect, from Cato to Gore Vidal. The fact that not all
people use their language so all the time is a separate matter, and also
applies to all languages and dialects whatsoever.

A little test is in order perhaps, of the hypothesis that semantics and
pragmatics are primary and syntax is only used to disambiguate difficult
cases. | have offered this before, but it apparently passed without
notice. 1711 turn up the gain a little. One aspect of the structure of
English is that the basic word order is subject-verb- object (with some
alternative orderings possible for emphasis and stylistic nuance). In
this SVO ordering, prepositions precede their objects (‘'on the table,"
not "table on') just as verbs do, and adjectives precede the words they

modify.

In other languages, other basic word orders are found--VSO, SOV, VOS,
0sv, and 0VS, all the logical possibilities. There are corresponding
typical differences for position of prepositions (or equivalent) and of
modifiers, among other things.

For our little test, let"s just change the SVO order of English to VSO
(with prepositions and adjectives following). A simple change, trivial
really. All the vocabulary will remain English. It should be easy then
to determine the meaning of sentences with this changed word order, if

almost all language understanding is based on situation-
related meaning, and that syntactic constructions are used
only as a backup in case of ambiguity in the possible
semantics and pragmatics.

(Martin 9112209 14:25.) Think I find will you easy accomplish to very so
not. Example for, look might sentences few the seen have you previously
way this:

Go he where? Thereinto went he. What? Went he room into
that said 1. Look thereinto selfyour for. No, look room
_that_ into to, window the here through said 1. Afraid am I
drove conversation the ex-wife his about him thereinto.

Please read the above three paragraphs rapidly, in a clear, well
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articulated way, with appropriate intonation, to a number of people,
having advised them that you are going to quote a conversation to them
and that they are then to repeat the content of the conversation back to
you. | am sure they will have no trouble with it. The words are quite
unambiguous (I even used "into'). There should be no need to rely on
syntax to understand this passage, right?. Or perhaps the following
words of a mother to her child might be easier:

Told 1 you put toys your box the into to.
Now toss toys your box the into!

This is my view of what is actually going on.

* The possible dependencies among words are determined swiftly and
unconsciously prior to any association with remembered and imagined
perceptions.

* Most of the contenders are ruled out on purely language-related
grounds--there are only so many ways the possible subtrees can fit into
a single dependency tree spanning the whole sentence defined by the
intonation contour (or punctuation).

* Those that remain are structural ambiguities, and the selection among
them is semantic.

The point is that in the case of a well-formed utterance the role of
associative meaning is selective, not determinative. Where there are
errors, lapses, etc. we can"t come up with a dependency tree that
completely spans the sentence, and the appeal to associative meanings
helps us to repair the linguistic information, that is, the words and
word dependencies. (Typically, intonation shows that we are dealing
with two or more sentence fragments, and we fill out each as best we
can, then make a coherent discourse fragment of them for ourselves,
often as a basis for clarifying questions.) But this must be the topic
of a separate post, this one is already too long.

Bruce Nevin
bn@bbn.com

Date: Thu Jan 02, 1992 9:09 am PST
Subject: generative

[From: Bruce Nevin (920102 1008)]
(Gary Cziko 920101) --

>Also, you use the word '‘generative'™ to refer model building at the n-1
>level. It is iInteresting that this is the exact same word that Chomsky and
>post-Chomskyan linguists use to differentiate their approach to
>understanding language from the descriptivist structural linguists which
>preceded them.

Mead also uses the term '‘generative'™ in a similar sense, Chuck Tucker or
Clark McPhail could elaborate.

37
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The term in linguistics is drawn from mathematics, where '"to generate"
means to define a set or structure by applying rules or operations to
axiomatically defined objects. In Generative grammar, the initial
objects are not at a lower level defined by a prior science, but are
abstractions defined for the purpose of accounting for observed
sentences. The essential difference appears to me to be that Greg is
discussing generative models, but Generative grammar does not proceed by
modelling.

As a differentiator in linguistics, "Generative'" is a mere trademark
(hence my capitalizing it). Any descriptive grammar is also generative
in the sense that Chomsky used the term. In particular, the much
maligned but seldom actually read methodological handbook by Harris
explicitly calls for ordered rules organized so as to generate the set
of utterances of a language. (Chomsky was Harris"s student when this
was written and helped to proofread it.) What is at stake in the
comparison of Generative grammars and other sorts of grammars is not
whether or not they are 'generative,' but rather how badly the grammar
leaks--how many exceptions it fails to account for, how many productions
it predicts are in the language but language users deny. Since there
has never been a whole grammar of this school with reasonably complete
coverage approximating that of, e.g. Jespersen®s _A grammar of English
on Historical Principles_, the point remains moot. In the literature
one sees only isolated examples selected or concocted to illustrate
things that a particular proposal for a part of the grammar handles
especially well as contrasted with less adequate treatment by rival
proposals. A compendious summary was attempted at UCLA but foundered
with the next calamitous fracture of Generative theory. There has been
no comprehensive treatment of any language from a GB perspective that |
know of, but I could be wrong; in any case, Chomsky is even now in
process of supplanting GB theory with the next Standard Theory of
Generative Grammar. |If any comprehensive Generative grammar of English
is published, it could be compared with Harris®"s _A Grammar of English
on Mathematical Principles_, which is of course generative (lower-case).

Bruce Nevin
bn@bbn.com

Date: Thu Jan 02, 1992 10:16 am PST
Subject: linguistic varia

Re Powers:

>0ne process adjusts utterances according to the meanings they evoke in
>the speaker as they are uttered (or in imagination prior to utterance);
>this leads to editing on the fly and other means of adjusting the meaning
>0f an utterance to make it match the meaning intended to be communicated.

But this adjustment basically consists of putting in something where
there was nothing, which is maybe significantly different from the
more usual cases of feedback control.

>The other process adjusts utterances according to whatever linguistic
>conventions the speaker knows and cares about. The linguistic forms are
>perceived, and if they are in error, the control systems adjust the

38
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>developing sentence where possible or force a restart. You see why I"m

I don"t know about this one. The problem as I see it is that there

is not that most error-editing (Bill Labov, the numero uno observational
linguist, tells us that 75% of speech is grammatical as is), & once a
mistake is made there is not that much that can be done to fix it.

My recollection from when my Kids were younger is that they could say
impressively complicated things ~1 want to push Owen while being carried”,
but that if anything went wrong, they had to restart the whole communication
from scratch, including securing the channel. E.g.:

kid: Daddy?

dad: what?

kid: do you remember when we went the park and
[crash]

kid: Daddy?

dad: what?

kid: Do you remember when we went to the park and saw a koala and
[crash]

kid: Daddy?

dad: what?

kid: Do you remember when we went to the park and saw a koala and
it was climbing up the tree ...

This doesn™t look like an interesting control system to me. 1 see the
problem as one of putting out complicated novel performances mostly without
errors, but also (to make it easier) without having to oppose any
disturbances.

>>There are at least two issues to be dealt with: a) what is the
>>structure of the representations in the “reference signal®™ (desire box)
>>and "input signal® (belief box) b) how are the actions calculated to get
>>them converged. (@) is something which linguistics can contribute to,
>>put not (b), I would say.

>

>You"re right about the issues. | hope you®"re willing to put in some
>effort on (b), which Is the "reverse engineering” part of the modeling
>problem. Perhaps linguistics as it is can"t handle (b), but let"s think
>in terms of linguistics as it might be, given control theory. | think
>some study of how people construct sentences, with this problem in mind,
>might show us how people actually detect and correct errors. Then at
>least we"d know what we have to model.

I see both (a) and (b) as involving reverse engineering (it is not at all
obvious what the correct representations are - all we get to see overtly
is the string of words, & most of what 1"ve done in syntax over the last
12 years is show how certain forms of representations make certain
grammatical patterns less surprising than they would otherwise be. The
extant results of linguistics bear on (a) but not (b) - my thoughts on
(b) come from browsing in Al and logic programming literature, not linguistics.
My belief about syntax is that mostly there *aren"t* errors to correct,
and when there are, they mostly aren®"t corrected, but one starts again
from scratch. At the level of content, however, a perception of "I
haven®t said what I meant yet® presumably plays a major causal role,

at least in some speech styles (Anglo-Saxon male, task oriented, etc.).
Such s my guess, at any rate.
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>It"s not necessary, in HCT, for any system to do a survey of
>possibilities. A control system of a given level doesn®"t care what lower-
>level perceptions are actually employed, as long as they add up to the
>right state of the perception at the higher level. What you need is just
>a map showing, for each value of error signal, some alteration in a

We"1l have to see how this works out, but my guess is that for lots

of problems, the needed maps don"t exist, & exploration of possibilities
is necessary, with its attendent problems. E.g. when I set out for

the university, | might go by car or bicycle, and we haven"t

found any satisfory way to decide which except via an agonizing
consideration of what has do be done by who. By the time there are
perceivable errors, it"s too late.

>Jackendorf®s (sp?)

Jackendoff (presumably North Slavic rather than German). He certainly
doesn"t have any idea about control, but, 1°d say, an interesting line
on higher-level perception/cognition.

Avery Andrews

Date: Thu Jan 02, 1992 10:19 am PST
Subject: generativity

A point perhaps worth making about “generativity”™ in grammar is that
it is more often discussed than achieved. Chomsky substantially
overestimated the extent to which early TG was generative, & so did
Harris for his own proposals. It wasn"t till the late seventies

that linguistic theories began to appear in which it wasn"t absurd

to try to implement the analyses one was writing about. Most GB

( Government-Binding® theory, Chomsky"s now former flagship) is

not actually generative, although there are now (finally) a reasonable
number of people trying to change this (Bob Berwick at the MIT

Al lab being the leading figure).

Avery Andrews

Date: Thu Jan 02, 1992 11:08 am PST
Subject: Re: Control of behavior

From Ken Hacker [010292]

Re: Marken®s questions about behavior control:

I am presently reviewing some writings of Noam Chomsky, both on language and
on politics (and their intersections). Chomsky is staunchly opposed to
behavior control and argues that the social sciences have become tools of
social manipulation and control (not a positive sense of control!). He says
that the scientific study of human behavior has given better techniques of
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coercion, not liberation. Moreover, he argues that these sciences have given
an ideological cover to those who wish to manipulate the most -- that cover
being science. Chomsky argues the appeal of behaviorism is the ability to
generate many studies and generalizations from just a few axioms.

I hope this might help you somewhat. |1 have been lurking on this hotline

for months, trying to catch up with the conversations, and never seeming to
find a point of equilibrium to jump on to. So, with this perturbation, maybe
I can participate a little.

Ken Hacker, Dept. of Communication Studies, New Mexico State University

Date: Thu Jan 02, 1992 11:21 am PST
Avery Andrews (Fri, 3 Jan 1992 05:05:42 EST)

It is very good to have another linguist and a sympathetic spokesman for
one or more of the Generativist perspectives actively involved. |
suggested to Bob Yates some time back that there is a fine opportunity
here to work on a real (read modelling) foundation for the Generative
program re language acquisition, innateness, and so on. 1 won"t, as I
have never found a way to believe in that program. 1 hope you will take
up the challenge, as you seem to be.

> “generativity” in grammar is . . .

>more often discussed than achieved. Chomsky substantially
>overestimated the extent to which early TG was generative, & so did
>Harris for his own proposals. It wasn"t till the late seventies

>that linguistic theories began to appear in which it wasn"t absurd

>to try to implement the analyses one was writing about. Most GB
>("Government-Binding" theory, Chomsky"s now former flagship) is

>not actually generative, although there are now (finally) a reasonable
>number of people trying to change this (Bob Berwick at the MIT

>Al lab being the leading figure).

I would add Tony Kroch at Penn, who has been working with Aravind Joshi
to make of the latter®s TAGs (Tree-adjoining grammars) a unifying
framework for the divergent varieties of GB theory.

You seem to be identifying "generative"” with "successfully implemented

on a computer.” Implementability has been a telling embarrassment for
Generative theory over the years, and a criterion on which the

Harrisians have consistently done well since the the early work by
Danuta Hiz and Joshi in the 1950s and the inception of the Linguistic
String Project by Sager at NYU. Stephen Johnson has written a Prolog
implementation of Harris"s operator grammar. (1 could send you his

NYU dissertation _An analyzer for the information content of sentences_.)

This is an interesting and probably uncharitable identification of
criterion with definition. 1In my view, there will never be a perfectly
generative grammar of a language, because there is no such unitary thing
called "the grammar'™ nor such a unitary thing as "the language"™ of which
there could be a grammar. Some recent posts to the Linguist list go
into my reasons for saying this. Unfortunately, the notion of a
homogeneous, monolithic "the language'” and "the correct grammar of the
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language" are deeply embedded in the presuppositions as well as the
rhetoric of Generative linguistics.

As each language learner creates an idealized model of the languages and
dialects she acquires, and controls her perceptions of language for
conformity to this norm, it is understandable why the perception of "the
language' and "the grammar of that language' should seem natural and
obvious. | believe this perspective aligns well with Control Theory.

On the generativity of grammars, | prefer the formulation that 1 offered
before, that any grammar is generative, it is simply a question of how
adequately generative it is. This more charitable understanding even
works with respect to the criterion of implementability: there have been
many computer implementations of Generative theory. They just haven™t
performed worth spit.

Looking forward to some productive conversations,

Bruce Nevin
bn@bbn.com

Date: Thu Jan 02, 1992 11:24 am PST
Subject: Re: While the funny money holds out....

[from Gary Cziko 920102a]
Greg Williams (920102)

Thanks for you response to my query about reductionism. |1 can follow your
arguments and find them appealing and illuminating. There was some talk
about this a while back on the net, particularly the how and why (and "what
else') aspects of explanation.

While I can see how the distinction between how and why works in PCT, 1
still have trouble applying this distinction to physical phemonena. Take
falling objects, for example. What type of explanation did Newton give us?
It seemed that he explained nicely how objects fall, but was unable to
explain why gravity acted as it did (""Hyotheses non fingo" and all that).

But I do find very useful your notion that true explanation requires moving
out of the current level, either to n-1 for how or n+l for why with no
skipping allowed.

>P_S. Is there still interest in an IBM DOS binary-to-ASCIlIl file conversion
>program? My wife, Pat, is working on an optimal one, which we are calling
>"BURN"™ -- it makes *_.ASH files (ASCII-from-Hex) which can be UNBURNed at the
>receiving end. The ASHes are less than twice the size of the original *_EXE or
>*_ZIP or whatever, so you can E-Mail a zipped *.EXE file about as long as the
>original *_EXE file.

There is already such a set of programs called uuencode and uudecode. |
have uuencoded .exe files into ASCII files which are only 40% larger than
the original .exe file. Bill Powers®™ also has these programs and has used
them to send me some programs but we have been having problems. Perhaps
you already know of these programs and yours will be better in some way.
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I am planning to make more program files available to CSGnetters through
Bill Silvert™s file server in Halifax, but am still working out some bugs.
Look for Bill Powers®™ Demol, Demol and your and Bill"s "Little Man"™ arm
demo coming soon to a file server near you!

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Date: Thu Jan 02, 1992 12:14 pm PST

Subject: Kolbe

To: Tom Bourbon and other CSGnet people
From: David Goldstein

Subject: Kolbe

Date: 01/02/92

You seem to be under the impression that 1 think that Kolbe"s
ideas are similar to PCT.

I do not.

However, 1 think that there may be some value in what she has
done which would be of interest to us.

I basically ignore her thermodynamic model of what she has done.
As you have pointed out, it is very similar to the one of Freud.

I also ignore her type-like discussions which are certainly in
her book.

What is left? I think she has identified some principle level
perceptions which may be useful building blocks in self-image
perceptions.

I also think that it is a good idea to friendly towards people
who express some interest in learning how PCT might apply to what
they are doing.

Rick has made a useful distinction between control facts and control
theory. 1 think that Kolbe has identified some control facts.

Best,
David Goldstein
goldstein@saturn.glassboro.edu
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Date: Thu Jan 02, 1992 2:49 pm PST
Subject: Still hasn™t run out....

From Greg Williams
Gary Cziko (920102a):

>While 1 can see how the distinction between how and why works in PCT, 1
>still have trouble applying this distinction to physical phemonena. Take
>falling objects, for example. What type of explanation did Newton give us?
>It seemed that he explained nicely how objects fall, but was unable to
>explain why gravity acted as it did ("Hyotheses non fingo" and all that).

Yes, indeed, Newton was the Skinner of the early 1600s. He DESCRIBED the
phenomena at the level of the phenomena. His "g" was an unexplained hypothesis
concocted to suilt the description, similar to Skinner®s "reinforcement"” --
both are JUST THERE (the latter, only sometimes there, and Skinner was unable
to predict when it would be and wouldn®"t be [give me your rat for a
minute...], but control theorists are working toward such predictions, which

requires dealing with the "inner" organismic hierarchy.

>There is already such a set of programs called uuencode and uudecode. |
>have uuencoded .exe Ffiles into ASCII files which are only 40% larger than
>the original .exe file.

We haven®t seen uu.... Maybe Pat is reinventing the wheel (but has only spent
less than a day on it so far). Can anyone tell us: (1) How big are uu...? The
Turbo C versions (medium model) of Pat"s are about 10KB each, or about 7KB
when LZEXEd. MUCH smaller, eventually, in assembly versions. (2) Do uu...
include checksum info to warn the receiver of a corrupt executable in case of
line noise? Ours would. (3) Are uu... optimal in the sense of encoding the
most frequent 94 byte values iIn the original into single byte ASCI1 values?
Ours would, with optional table-driven encoding for quickness and for very
small files.

It"s been fun, but Pat"s willing to quit and do other things if she"s been
scooped. After all, we named it BURN, not FLAME!

Best wishes for the rest of the already old year,

Greg

Date: Thu Jan 02, 1992 4:19 pm PST
Subject: Reverse engineering; reductionism

[From Bill Powers (920102.1600)]

Gary Cziko (920101) --

Re reverse engineering:

Reverse engineering is a term from (1 believe) the semiconductor
industry. It refers to duplicating the function of someone else"s

integrated circuit. What with copyrights and patent laws, modern reverse
engineering gets pretty complex. One team analyzes the function of the
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competitor®s chip, and prepares a specification stating the relationships
between inputs and outputs (and other aspects of visible behavior) that
the "unknown™™ chip creates. This specification is then passed on to a
design team which is never given access to the chip itself, only to the
specification. The design team is never allowed to communicate directly
with the analysis team. From the spec alone, the design team generates a
completely new chip design, from scratch, that will accomplish exactly
the specified functions. 1™"m sure there has to be some cheating -- the
design team has to know that the specs describe a computer, for example,
and not a sewing machine.

At any rate, the result is a new chip that can be plugged into the same
socket that the original chip occupies, and that works exactly the same
way down to the last detail of functioning. This is the ultimate in the
method of modeling.

In fact, the final chip may not accomplish the functions in exactly the
same way the original did. Sometimes the new chip proves to perform some
functions more efficiently than the original - in fewer steps, or faster.
Presumably, if those aspects of functioning had been part of the spec,
the design team could have deliberately slowed some circuit operations
and matched the slowness of the original too! But the design team, prior
to releasing its product, never can know whether it has accomplished the
functions in the same detailed way that the original does. In the final
comparison, it is often found that some functions were re-invented
exactly as in the original, while others do the same things in a
different way. That is what is hoped for, what avoids a suit for patent
infringement.

This is basically what 1 am arguing with Wayne Hershberger about. We are
trying to reverse-engineer evolution (or whomever you want to blame). In
doing so we come up with a model of underlying design features
constituting a system that interacts with its environment just as real
organisms do. OF course in doing this we try to reproduce only those
functions we understand, and we ignore many others such as skin color,
weight, exact lengths of appendages, and so on through a long list of
“"unimportant' parameters. As initial models succeed, we bring in more
detailed parameters to match, even to the level of neural functions iIn a
few cases.

But we can never know that we have accomplished something in the same way
that an organism accomplishes it, in every detail. For that matter, we
have no reason to think that every organism of a given species
accomplishes its functions iIn the same way as other organisms of the same
species. Judging from the very large differences in brain anatomy that
exist from one person to another, in fact, it"s unlikely that all people
are internally organized in the same way even if they behave in roughly
the same way. The brain is plastic and its organization is influenced by
the experiences of a single lifetime. Our reverse engineering is
fundamentally limited by this fact: no one model can ever reproduce to
the last detail the inner functioning of all examples of any kind of
higher organism, because the originals are not all designed in exactly
the same way. We will always be limited to modeling the "general idea"
behind an organism, because that is the limit of consistency in the
originals. The method of modeling is primarily a method of understanding
individuals, and only secondarily a way of saying general things about
all individuals. Models must always contain parameters that can be
adjusted to fit the "general idea" to a specific organism.
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This, naturally, has some serious implications concerning the nature of
scientific research into human nature. It"s usually assumed that one is
dealing with a standard instance of homo sapiens -- the very idea of
assigning such a term to the whole human race is to assert that
fundamentally we are all the same. In the psychology lab, great attention
has been paid to using a standard animal model -- the Sprague-Dawley rat,
during my formative years. If you have a standard rat or a standard
person, you should get standard responses to standard stimuli. If any
human being is as good an example of homo sapiens as any other, you can
study groups of people as interchangeable units, drawing generalizations
from the data which you assume to be measures of common underlying
properties fuzzed out by uncontrolled stimuli.

But what if, below some level of observation, there ARE no common
underlying properties? Then the whole rationale of statistical studies of
populations collapses. The specification team can"t come up with a spec
that fits all instances of the chip that is to be reverse-engineered. All
they can describe, for each parameter, is the average spec. As Russell
Akoff said In a lecture that Dag Forssell has transcribed, there"s no way
to design the optimum human being by combining the optimum spec for each
function making up the person. This would be like trying to build a
perfect car by using the engine of a Rolls-Royce, the suspension of a
Ferrari, the body of a Chevette, the carburetor of a Chevrolet, and so
on. The functions all have to work together in a single person; the Ffinal
workable form of each function depends on the final forms of all the
other functions. Each part of a person is adapted to all the other parts
of the same person, not to the same parts as they are manifested in other
individuals. And the process of mutual interadaptation never ceases.

Re Reductionism:
You say

>What saves PCT from reductionism (for me, anyway) is the idea that
>higher levels of organization specify reference values for the lower
>levels. But what is the comparable structure in physics or biology?

There"s also the matter of one level of perception depending on lower
levels of perceptions. A relationship such as "above'"™ in the spatial
sense depends on perceptions of independent objects, each with its own
spatial location. A reductionist could say that spatial relationships,
therefore, are "nothing but"™ spatial locations, because any spatial
relationship can be analyzed into some specific set of locations. This
claim overlooks the fact that there are infinite combinations of
locations that would qualify as instances of "above," and even more
combinations that would not. In making the reduction from the
relationship to the elements of the relationship, one has discarded
something -- the very something that distinguishes valid instances of
"above" from invalid ones. This something is the structure of the
locations, the structure that is recognized in a human being as a
relationship invariant over all instances of it.

In biology, reductionism appears as analyzing some complex function into
its constituent sub-functions. Pointing a finger at something reduces to
adjustments of tensions in specific muscles. Therefore pointing is

"nothing but" tensing muscles iIn certain patterns of contraction. It is
perfectly true that any instance of pointing entails muscles iIn specific
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states of contraction -- but it is not true that all instances of
pointing, even those that look the same, entail the same specific
patterns of muscle tension. Something has been discarded in the
reduction, in this case the organization of the control systems that
adjust the muscle tensions differently in various circumstances so as to
create the same sensed consequence, which we see as the pointing
behavior.

Even in physics, reductionism fails for the same reasons. The phenomenon
of gravitational attraction, for example, reduces to a set of point-
masses each attracting all other point-masses according to the inverse
square of their separation and the product of their masses. But
"separation”™ Is a notion that goes beyond mass and force: it is an
abstraction, a feature of intangible spatial arrangement, that
mysteriously influences the forces between masses. Doing away with this
structural feature of gravitation would leave us with tangible forces and
masses, but would discard the intangible inverse-square law.

Avery Andrews (920101) --

I use the term "generative model" as Humberto Maturana defined it
(perhaps following someone else). A generative model is one that will
reproduce the phenomenon of interest by operating strictly from the
interplay of its own properties. A generative model of control behavior
is a control system with an input function, a comparator, and an output
function, in an environment that links output to input in a specific way.
There is no component in a control system model that "controls.™ Control
is the result of operation of a system with these functions in it,
connected as specified by the control-system model, and operating as
dictated by the input-output properties of each component.

So given inputs, constraints, and parameters, a generative model must
always produce some kind of behavior. We can"t necessarily anticipate
what such a model will do, but whatever it does is rigidly set by the
properties we have given it, and by the surroundings with which it
interacts. We hope that the behavior of the model will resemble the
phenomenon we"re trying to explain. If it doesn"t (and few models do, the
first time they are set in motion), we have to modify the model. That"s
how models grow and improve.

Off to see Mary in the hospital (again!!). Blood clot this time. Damn.

Best to all,

Bill P.

Date: Thu Jan 02, 1992 7:00 pm PST
Subject: generativity, etc.

Re Bruce Nevin (Thu, 2 Jan 1992 13:59:39 EST)
Yes, 1 think this could be fun.

>You seem to be identifying "generative”™ with "successfully implemented
>0on a computer.™ ...

47
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>This is an interesting and probably uncharitable identification of
>criterion with definition.

A more considered statement (criterion, | guess) would be that a model is
generative a la Chomsky (c-generative, as distinct from m-generative?) to the
extent that somebody can implement it without having to extend or modify it
(and the implementation doesn"t have to be practical or efficient). ~Move
Alpha®™ (a GB arcanity) is presumably implementable without further

invention (but not efficiently by known methods, according to something 1
read recently), but not “Avoid Pronoun®, in the form that this notion is
presented in Chomsky®"s *Lectures on Government and Binding*.

>In my view, there will never be a perfectly

>generative grammar of a language, because there is no such unitary thing
>called "the grammar'™ nor such a unitary thing as '"the language'" of which
>there could be a grammar.

I have no problem with this, but I do think that ~languages™ and ~“grammars”
are useful idealizations for some purposes. E.g. ~In Kayardild, one

puts the locative case-marker on the end of every word in a complement
clause®™ (K is a pretty wierd language - see the article by Nick Evans

and Alan Dench in the Australian Journal of Linguistics (1988)).

And 1 don"t find “monolithicity”™ and “correctness” to be amongst the
essential assumptions. Nor perfection amongst the appropriate goals,

at least for now.

There are features of generative theories (especially the TG original) that
would tend to suggest these ideas, but I don"t find

them to be foundational assumptions. For example, as to monolithicity,
modern GT"s tend to be higher “modular®, with various different kinds

of rules and principles interacting to produce the final result. So these
GT"s are a lot closer to the idea that language use involve the interaction
of various different cognitive capacities, which might interact in different
combinations to perform other tasks. This idea entails such things as

a blurring of the (Chomskyan) competence/performance distinction, which 1|
mumbled about a bit in the discussion of “infinite languages™ on the Linguist
newsletter.

> there have been
>many computer implementations of Generative theory. They just haven"t
>performed worth spit.

True, but it doesn"t alter the point that a great deal of the work that
goes on is conducted at too vague a level to be implemented by a mere
programmer rather than a linguist-programmer. Like when 1 asked around MIT
to try to find out how “Move Alpha in the Lexicon®™ (in a paper by Keyser
and Roeper about middle verbs in LI some years back) was actually supposed
to work, and the best 1 could do was to get Beth Levin (1 think) to tell
me that she didn"t think anyone around the place knew, including the
authors. And what gets implemented, when anything is, is usually some
kind of cheap and nasty approximation to the theory it"s supposed to

be an implementation of. For example, the original transformational
parsers in the sixties did not work off transformations as they would

be written by the Ling 101 students for their homeworks, but off
hand-crafted "reverse transformations® concocted by teams of graduate
students. And they had ad-hoc PS rules for surface-structures, etc.



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell Page 49

And I personally have no idea how lousily the vaguely Chomsky-inspired
(including LFG, GPSP, HPSG) implementations perform relative to ones with
other antecedents. I1"ve written an LFG system that 1 find performs
reasonably well for teaching baby syntax (from a fairly descriptive

point of view - basic phrase structure, cross-referencing, etc.), but
you certainly couldn®t use it for any “industrial® purpose. And there"s
still plenty of kinds of basic stuff that it doesn"t deal with properly
(such as getting the Aux into first or second position in Warlpiri).

I think it"s a serious problem in evaluating claims about computational
linguistics results that you typically can"t take the programs home

to play with on your Mac/PC, so it"s very hard to be sure what they

are actually able to do. Then the current vogue for accentuating the positive
and downplaying the problems (Noam"s fault, 1 think) does not help much.

And 1"d be quite interested in looking at the Johnson thesis.
By snail 1"m:

Linguistics, The Faculties
ANU, PO Box 4
Canberra ACT 2601

Or, is email/ftp a posibility?

Date: Thu Jan 02, 1992 7:22 pm PST
Subject: Re: Still hasn"t run out....

[from Gary Cziko 920102b]
Greg Williams (920102a):

>Yes, indeed, Newton was the Skinner of the early 1600s. He DESCRIBED the
>phenomena at the level of the phenomena. His "'g" was an unexplained hypothesis
>concocted to suit the description, similar to Skinner®s "reinforcement" --
>poth are JUST THERE (the latter, only sometimes there, and Skinner was unable
>to predict when it would be and wouldn"t be [give me your rat for a
>minute...], but control theorists are working toward such predictions, which
>requires dealing with the "inner" organismic hierarchy.

Interesting stuff, this Newton as Skinner viewpoint. |If this iIs so, does
modern physics differ from this "just there'" approach to science? Where is
the ""inner" organismic hierarchy'” in modern physics?

>(1) How big are uu...?

My version of uuencode.exe Is ; uudecode.exe is

>(2) Do uu...include checksum info to warn the receiver of a corrupt >executable
in case of

>line noise?

I"m not sure, but it must check something since there is information about
how many preceding lines and/or characters there should be at various
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points in the ASCII encoded file. |1 bet that Bill Silvert or Bill Powers
could tell you more.

>(3) Are uu... optimal in the sense of encoding the
>most frequent 94 byte values in the original into single byte ASCII values?

No idea. Sounds like a neat idea, though. | bet Bruce Nevin would like
it, too (sounds downright Harrisian!). But why stop at 94?--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1llinois 61820-6990

USA

Date: Fri Jan 03, 1992 5:50 am PST

Subject: Mary;Control of Beh.;Kolbe

From Tom Bourbon [920103 -- 1:51]

Bill Powers -- Please tell Mary that Betty and I send our love
and our wishes that she is out of the hospital soon. Is the clot
a consequence of the accident in 1llinois?

Rick Marken. One of the most articulate contemporary statements
I have seen on the importance of prediction and control, and the
primacy of control, in a science of behavior is in:

Steven C. Hayes & Aaron J. Brownstein (1986). Mentalism,
Behavior-Behavior Relations, and a Behavior-Analytic View of
the Purposes of Science, _The Behavior Analyst_, 9 , 175-190.

I cite it extensively in the manuscript on "control of others."™ You
might find it useful in your writing.

On page 175, the authors say, "We will attempt to show that an
emphasis on prediction and control is not arbitrary in behavior
analysis because it is a _necessary_ part of successful forms of
the philosophy that underlies behavior-analytic theorizing."

In a lengthy section titled, "The purposes of science: Prediction
and control,” are two subsections: '"The emphasis on control,”
and "Why prediction must be included and control emphasized."

I think you get the picture. This is a necessary reference in
any treatment of "control of behavior™ as a truth test, in behavior-
analytic theories.

David Goldstein [920102] -- I don"t really think you believe
Kolbe presents a PCT model of behavior. I swear 1 don"t. And I
certainly do not think we should close the door on her. But I can"t
help but have doubts that she will be interested in a formal,
quantitative theory and model, such as exists in PCT. Perhaps
I feel that way in light of passages form her book like this one:
"My own assessment is that he (Richard Nixon) was a Fact Finder
resistant in Quick Start who was incapable of dealing with the
bottom line™ (p. 34) 1 am willing to predict how she would
react to a paper or chapter on modeling with PCT -- and 1
am willing to be proved wrong.

Best wishes.
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Tom Bourbon <TBourbon@SFAustin.BitNet>
Dept. of Psychology

Stephen F. Austin State Univ.

Nacogdoches, TX 75962 Ph. (409)568-4402

Date: Fri Jan 03, 1992 5:51 am PST
Subject: Re: Still hasn"t run out....

[from Jan Talmon 920103]
Gary Cziko (920102b)

Some info about uuencode.
Uuencode only expands a binary file by storing the bitpattern of 3 bytes
into 4 bytes by taking groups of 6 bits. That"s all.

When you want to reduce the amount of data to be transmitted, 1 would
suggest an approach in which you first compress a file with an

archiving program like PKZIP. Then uuencode the zipped file and transmit
that file.

On the receiving site, you just uudecode the file and then unzip the result
and voila....

I1"ve used this scheme to send several types of data files, including
GEM and WP.xx files.

So In summary... UUENCODE is not efficient but effective.

Jan

Date: Fri Jan 03, 1992 5:51 am PST
Subject: example text

[From: Bruce Nevin 920102 19:29]

I am looking at the sample analysis given in Stephen Johnson®s
dissertation. A text that his program analyzed is as follows:

In Newport, Rhode Island, there is an old stone tower that was
built many years ago. No one knows by whom it was built, but
it must be very old. Some people think it may have been built
by the Vikings, who may have come into the region before
America was discovered by Columbus. A few years ago an
investigation was begun by a group of scientists to find out
who built the tower. They dug under it. They had to dig
quite a while before anything was found. Finally some old
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buttons and indian arrowheads were found. But the scientists
never discovered who built the tower.

Take the relatively simple sentence
They dug under it.
Proceed word by word:

Recognize "they" as a reduction of "one same as mentioned" plus
plural, where plural is a reduction of a conjunction. Thus,
something like:

Someone dug under it and someone dug under it . . . -->
Someone and someone . . . dug under it -->
Someones dug under it

Someones--said someones are same as mentioned nearby--dug
under 1t -->
They dug under it.

(The ellipsis here indicates that there can be any number of terms in
the conjunction, so long as there are at least two. The number depends
upon associated perceptions in sensory input, memory, and imagination.)
Given the prior mention of "scientist," association with perceptions in
imagination of the scientists and their activities around the tower
leads to correlation of "scientists" with "they." However, this is in
the realm of associative meanings rather than syntax, which can only go
so far as the generic '"someone”™ plus the specification of sameness.

I have included the other words 'dug under it" in the reconstructions
above, but of course at this point the "they" recognhizer has only waked
up the recognizer for indefinite noun "someone" (two or more times), the
recognizer for "and" (with its provision for the reduction to plural),
and the recognizers for the sameness statement. You could propose that
this be an ECS (elementary control system) controlling for sameness of
reference. However, the words of the sameness statement exist and the
word recognizers for them can do the same work, so | bow to Occam®s
lifted eyebrow and follow Harris. The indefinite nouns are zero-order
words, requiring no argument, but required to be in the argument of some
operator word, which must be repeated under the "and" for the reduction
to plural. So there is an expectancy set now for an operator that
requires ''someone' in its argument. By way of association of nonverbal
perceptions, we want to say that the generic "someones™ is resolved to a
more specific "scientists,"” the word used earlier in the text. The
indefinite nouns like "one, someone, a thing, something"™ are at the top
or generic end of the hierarchy or taxonomy of classifier words. It
might be proper to look on the less specific as reductions of the more
specific.

Classifier words are often used as referentials. This sort of
resolution of a nonspecific referential to a more specific referent is
frequent. Thus:

So there we were in the new apartment, Clara, Skip, Cleo, Sam, and I.
The dogs were fine, especially Skip and Sam--you know "Aff! Aff! AfF!
See how affable 1 am!" Sam, sort of like Reagan. But the cats were
entirely disapproving.

52
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The dogs were fine <--

The dog and the dog were fine <--

The dog was fine and the dog was fine <--
That which is a dog was fine . . .

Here, generic "that" resolves by way of associative meanings (she
assumes we remember her pets and their names as she does, and anyway she
immediately refreshes our memory) to Skip and Sam. Names are at the
maximally specific end of classifier taxonomies.

Returning now to the main text, two recognizers respond to "dug,” as
"dig" plus past-tense morpheme and as "dig" plus participle morpheme (as
in "has dug'). '"Dig" is an operator of the Onn class, as in '"they dig
holes.”" What appears here to be an intransitive On is reduced from
zeroing of an indefinite second argument, e.g. "they dug"™ reduced from
"they dug something." "Dig" satisfies the expectancy set up by the
recognizer for "someone' or thence "scientist,” noted just before we
went to the dogs, and the perceptual signal from the recognizer for
"scientist" in turn satisfies the input requirement of the "dig"
recognizer for a word of the N class to occur suitably nearby. ("1l
leave that '"'suitably nearby" requirement vague for now. Most
importantly, it means without stronger competition from some other
recognizer. There is none here.)

The past-tense morpheme is a reduction of something like "which is
before my saying this"™ as an adverbial modifier on 'dig." "Before"
is an Ooo operator, here with "dig" and '"'say" as its two arguments.
(The past tense is similarly from "after.") So "dug" wakes up the
past-tense recognizer, which wakes up the recognizers for "before
my saying this" and associated perceptual meanings. (Carrying it a
bit further, "this" is reduced from a source similar to that given
for "they" above.)

"Dug" also wakes up the past-participle recognizer. This is
reduced from something like "state"™ or "condition™ as an argument
of one of a few operators, such as "have'". Thus for "They have
dug™:

They have dug <--
+They have a digging-state
+They have a state of their digging

(The + here indicates that the sentence so marked is marginal, extremely
awkward because reductions to a more conventional form are virtually
obligatory. 1 won"t go into the argumentation in support of this here.
See GEMP for that.) The past-participle recognizer has an input
requirement for a higher operator like "have."

These two recognizers are competing with their interpretations of "dug."
There is no higher operator like "have"™ in the sentence, nor are the
conditions present for one to have been zeroed. At the end of the
sentence, therefore, the past-tense interpretation wins.

But we have not yet reached the end of the sentence. The next word is

"under.' Two recognizers respond. One recognizer for "under' sees it as
an argument indicator whereby a third argument is linked to an operator.
I can™t recall any operators at the moment that impose "under' as their
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argument indicator (I could find some in an old paper by Ryckman and
Gottfried on prepositions), but perhaps an example of a different
preposition in the role of argument-indicator will suffice: "to" in "Il
gave the book to her™ is an argument indicator, it is not an Oon
operator entering on "l gave the book." Since "dig" is not an operator
that imposes an argument indicator on a third argument, and the
conditions for zeroing such an operator are not met, part of the input
requirement of this recognizer is not met, and it goes back to sleep.

The second recognizer for "under'™ recognizes it as an operator of

the Oon class. Its input requirement includes a perceptual signal
from an operator-recognizer and a perceptual signal from a noun-
recognizer. 1Is there a recognizer for the class "operators" or

does each and every operator-recognizer include in its perceptual
output a signal that says "l1"ve found a word of the operator
class™? This was a question | raised in my last post addressed to
Bill. The requirement for an O argument is met by the signal from
the "dig" recognizer (or from an operator-class recognizer that it
wakes up). A requirement for an N word remains open. ''Someone"
(underlying "they') is a possibility, but is already satisfying
"dig" with no other candidate for that role, and anyway the N
argument for "under" almost always follows it in linear order.

However, "under'"™ here is an adverbial modifier reduced from '"their
digging is under something." Thus:

They dug; their digging was under it. -->
+They dug, which was under it. -->
They dug under it.

The last word of the sentence is "it," reduced from a source very
similar to that of "they" without the plural: '"'something same as
mentioned nearby." This indefinite "something" satisfies the
remainder of the iInput requirement for "under."

I won"t try to draw the dependency trees constructed, the
assembling of some of them iInto a tree spanning the sentence, and
the discarding of others. They are | hope not too hard to
visualize. 1711 send you a nice picture by paper mail if you wish.

For details and evidence supporting this analysis, refer to _A grammar
of English on mathematical principles._ 1711 try to carry this forward
with some other sentences from the text if |1 get time and energy.
However, 1 am bringing Sarah and the kids back from her mother®s house
in NY tomorrow, and she is still not free of pneumonia, so | guarantee
nothing. Perhaps this is enough for a while. It goes without saying
that the swiftness and precision of the bedlam excuse me pandaemonium
process sketched here belies the complexity of describing it or the time
taken to read the description, and without our being in the slightest
aware of it.

Now to bed. 4:30 comes astonishingly quickly, and its almost 10
again.

Bruce Nevin
bn@bbn.com
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Date: Fri Jan 03, 1992 7:28 am PST
Subject: Theoretical physics; the magical number 94

From Greg Williams
(Gary Cziko 920102b)

>Interesting stuff, this Newton as Skinner viewpoint. |If this iIs so, does
>modern physics differ from this "just there" approach to science? Where is
>the "inner" organismic hierarchy" in modern physics?

You bet your booties it differs! What do you think all that quark and charm
and QED stuff is about? GENERATIVE! GENERATIVE! And note that there are
several levels being modeled by physicists -- discipline boundaries don"t
necessarily follow levels! Many physicists make a living DESCRIBING certain
phenomena, just as many psychologists are experimentalists. But the modern
theoretical physicists eschew the "hypotheses non fingo" stuff. And make
EXTRAPOLATIVE, EXPLANATORY models. Unfortunately, the bulk (well, there really
aren"t all that many) of theoretical psychologists still persist in making
DESCRIPTIVE, NONEXPLANATORY models solely at the level of the phenomena. "If
you do basically the same procedures again, the organism will do basically the
same thing." The weasel word is "basically," because these folks cannot
circumscribe its bounds. So, the turn toward statistics.

By the way, 1 claim that the only reasonable answer to Hume"s inductive
skepticism (i.e., why should the sun rise tomorrow?) is making generative
models which "hang together.' Hypotheses non fingo leaves open the possibility
that matter might disappear at any moment, since it can"t predict that it
WILL disappear at a PARTICULAR moment. QED says there®s no ''disappearing at
such-and-such-a-time"™ relation within its (modeled) structure, so give us a
break from your concocted philosophical "possibility” tales, Hume!

>But why stop at 947

There are only 94 single-byte ASCII values available. The first 32 of the 128

total "low ASCII"™ are "control" codes, not passed by E-Mail, and our encoding

scheme uses tilde (decimal 126) and delete (decimal 127) as the first bytes of
two-byte values (representing values LEAST frequent in the original file, for

the optimal encoding case -- optional, because it isn"t optimal for very small
files, since a code table must be appended to the encoded file, and because it
is slower than table-driven encoding).

One other BURN feature which might or might not be in uu...: A (somewhat
bloated, but only required once) way to encode and send UNBURN via E-Mail,
allowing that file to be unencoded by anyone with a copy of the DEBUG program
which comes with MS-DOS. Then they can download BURN.ASH and UNBURN it, and
they“"re all set to BURN up the E-Mail wires to others! Anybody game out there?

Greg

Date: Fri Jan 03, 1992 9:18 am PST
Subject: Mary
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[from Joel]
Bill,

Please accept my wishes that Mary"s condition improves quickly and she
returns home soon.

Date: Fri Jan 03, 1992 9:22 am PST
Subject: Software payment

[From Kent McClelland (920103)]
Bill Powers

Bill, I"ve been trying to send you this message by direct E-mail, but can™t
seem to get an address that works, so I"m trying through the net.

I"m teaching a seminar next semester in which 1 will be focusing on

control theory, and I"m interested in using the demo I & 1l programs which
you sent me last summer. 1"m trying to arrange for Grinnell College to send
you the $95 you ask for to cover a semester”s use, but they (typically) want
an invoice to process in the usual red-tape way at the Treasurer®s Office,
and what you sent didn"t include anything that looked like an invoice. Do
you have some such form handy that I could give to them?

1"ve been monitoring the net this fall (usually at least a week or two
behind) but haven®t had time to contribute much. 1t"s been very busy, as 1
had to take over an extra class from a colleague who contracted TB (1).

Maybe next semester when I have a class that"s more relevant, 1°11 be able to
get back into it a little more.

You might be interested to know that the latest issue of American
Sociological Review (one of the two leading journals in sociology) contains
an article by Peter J. Burke which cites BCP and bases the argument on
control theory. The article deals with "ldentity Processes and Social
Stress™ and seems fairly strongly indebted to Heise and to Carver and Scheier
for its general approach, but he seems to have more or less the right idea
about control theory, and it"s a sign that control theory may be making some
inroads in sociology. |Is Burke somebody known to the net?

Another interesting bit of news is that the American Journal of Sociology
(the other leading journal) has just expressed fairly strong interest (revise
and resubmit) in my manuscript on PCT and power issues. Reviewers seemed to
take the article seriously on its own terms, rather than dismissing it out of
hand. This is better than | had expected, and may be yet another sign that
the control theory approach is gaining some respect among sociologists.

Happy new year to you! 1°m very sorry to hear that Mary is in the hospital.
I hope she is better soon.

Best wishes,

Kent
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Kent McClelland Office: 515-269-3134
Assoc. Prof. of Sociology Home: 515-236-7002
Grinnell College Bitnet: mcclel@grinl

Grinnell, IA 50112-0810

Date: Fri Jan 03, 1992 9:26 am PST
Subject: Re: Control of behavior

[From Rick Marken (920103)]

Thanks to Bill Powers, Tom Bourbon and Ken Hacker for suggestions about

references on control of behavior. Ken, could you recommend a particular
one of Chomsky®"s works that has his views on behavior control. | know of
his review of Skinner®"s "verbal behavior™ and | seem to recall

something In the NY Times review of books -- in the early "70s. Is there
something of his that is more recent. This is exactly the kind of thing
I1"m looking for -- thanks for reminding me about Chomsky.

By the way, 1 have started my human operant control program. It"s a hell of
a lot easier to do than I thought. 1 have it set up as a tracking task with
the position of the cursor influenced (in part) by discreet "rewards'™ pro-
duced by pressing the space bar. The cursor is also influenced by a constant
disturbance (the "deprivation"” effect) and (if you want) a variable
disturbance (which influences the size of the reward you get from pressing).
I can now simulate simple ratio schedules and plot the results in realtime
as a cumulative record. The results look just like the pigeon data (1"m

the subject so maybe it works because I"m a bird brain). This weekend it
shall be interval schedules. Hope | get some scalloped curves.

Regards

Rick
marken@aerospace.aero.org

Date: Fri Jan 03, 1992 10:02 am PST
Subject: Re: Humpty Dumpty

[Martin Taylor 920103 12:00]
(Bruce Nevin 911231)

Mea Culpa. | should know better than to call people names like Humpty-Dumpty,
knowing that it can only produce an irritated response. Also, given Bruce®s
quotes, | acknowledge that he is continuing a tradition rather than innovating.
Having said that, | would ask Bruce to look back at my "tutorial™ postings

on information, substituting a word of his choice, say, "galumaphrism” where

I have used "information™ and then try to see what 1 have been saying without
the connotations that he brings to his reading.

I am reminded by Bruce®s posting of a quote in today®"s Toronto Globe and Mail,
to the effect that a German officer at the end of World War Il said something
like "No wonder you won. You just piled up your equipment into a tower and

let it fall on us.” 1 feel like that about Bruce®"s mass of words. | resign.
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Now. Let us consider the background to the quotes Bruce uses. Bruce thinks
of galumphrism theory as a fading fad hitched by mathematical precision to
the romantic concept of information as meaning. |1 agree that it has been

so, but the fact that a chisel has been used to pry nails makes it no less
useful to use chisels for wood carving. Faddism is the fate of many useful
tools (especially in psychology, where few useful tools exist). |1 was warned
about the fad problem in galumphrism theory by my professor over 30 years
ago, and 1 hope 1 have kept that warning close to my heart, seldom using

the theory where it is inappropriate. 1 do not think 1 am using it wrongly
in this case.

A little while ago | sought the basis for the misunderstandings between Bruce
and me, and I think his posting shows two. One, widely held, is that to

use galumphrism theory (GT) requires stationary statistics. Bruce is right
in asserting that the measures refer to ensembles, wrong in asserting that
they refer to time-average statistics. The systems we are dealing with are
not ergodic. That is at the heart of my comment (which puzzled Bill) that
we had to deal with subjective probability, not frequentist probability

Past event frequency may serve as evidence that leads to a probability
estimate, but it is not the same as that probability estimate. It is also
not true that in GT the galumphry in an instance is incalculable. Shannon®s
measure deals with the average galumphry over an ensemble of instances, and
is determined by the actual galumphry -log(p) of the instance.

The second misconception is that there can be a unique measure of the
channel capacity observable by an outside observer. | think I have tried to
dela with this assumption/assertion in previous postings. | know it is

a widely held view, but it is simply wrong. The measure depends on the
difference between a prior (before the observation) probability and a
posterior (after the observation) probability (better--probability distribution)
for that observation, and those probabilities belong to the observer and

to no-one else. Another may infer the observer®s probability distributions,
or may act as the observer, but there is no guarantee that the prior and
posterior probability distributions agree between any two observers.

Channel capacity is not a property of the channel itself, but of the channel
and the recipient of the output of the channel.

It is, of course, possible to assert that a channel has certain probabilistic
prperties, and by that assertion equalize the capacity as seen by different
observers; but make that channel physical and real, and all bets are changed.
Do the observers of the channel®s output believe that the abstract description
really applies to this channel? Maybe. but it is up to each one whether to

do so.

Bruce mentions, quite correctly, that it is the observer plus key that gains
information out of a message encrypted to look like white noise. That is

an example of what 1 am talking about. The prior probabilities associated
with the possible chunks of white noise are quite different if you have

the key from the probabilities available to an observer without the key.

To the observer with the key, every different chunk of the signal conveys

a different message, whereas (as | noted in my postings on "good form') to
the observer without the key, one chunk of white noise Is much the same as
another. To such an observer, indeed it is only such things as the amplitude
modulation of the noise that can convey information (but what if that
modulation is itself encrypted to look like white noise to a third party?).

The question of meaning versus galumphry is tricky, not least because
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galumphry is well specified whereas meaning is not. | do not think this
posting is the place to discuss that, because it is a long and different
issue to discuss. My own opinion is that meaning inheres in the hierarchic
mutual control systems that connect the participants In a conversation, and
that it is intimately related to galumphry. | do not "mean" by this that
a litre is the same whether it is of wine or of water.

Sorry for the irritant, Bruce. There is more in your posting that still
requires response, but the issues are different, and will have to wait.

Martin Taylor (with egg yolk on face)

Date: Fri Jan 03, 1992 12:04 pm PST
Subject: Re: control of behavior

From Tom Bourbon [920103 -- 13:20]

Rick Marken [920103 -- 10:46] -- how are your scalloped curves,
today? Our library opened again, today. In a few minutes I will
go check on the work by Epstein, that 1 mentioned a day or so
ago. In his description of that work, he says he used key presses to
move a dot around on a screen, with the dots serving in the role of
key presses or pecks, in traditional operant work. Sound as though
it might be relevant to your project.

Another good reference for gaining some insight into the concept
of "control"™ in contemporary radical behaviorism is, Jay Moore (1981).
On mentalism, methodological behaviorism, and radical behaviorism.
_Behaviorism_, 9 , 55-77. Moore rather tediously develops an account
of how the behavior (especially verbal behavior) of a scientist (read
that "behavior analyst'™) comes under the control of two sets of
contingencies -- one imposed by the general culture, the other, by
the subject matter of the scientist®s investigations. It is the
latter case that 1 am illustrating with my "control of others"
programs: the actions of the would-be controller 'come to be under
the control of" the actions of the one the controller would control.
(Much as Skinner described in his famous "case history" paper, where
he described his delight upon manufacturing a device that would free
him from the tedious task of actually watching his rats so that he
could drop a pellet into the cage when they pressed tha bar. Up until
that time, he was acutely aware of the behavior of the rats, and of
the fact that they controlled him, as much as he controlled them --
the source of the famuos cartoon in which one rat stands with
a paw on the bar and exclaims to another, "Boy, have | got him
trained ...," iIn reference to the psychologist who is poised
to deliver a pellet. The invention of the automated pellet
dispenser seems to have ended Skinner®s chance to discover the
principles of control as we conceive them in PCT.

At any rate, Rick, you might find Moore®s article helpful
in your writing.

Best wishes.

Tom Bourbon <TBourbon@SFAustin.BitNet>
Dept. of Psychology

Stephen F. Austin State Univ.

Nacogdoches, TX 75962 Ph. (409)568-4402
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Date: Fri Jan 03, 1992 12:21 pm PST
Subject: measuring the egg

[From: Bruce Nevin (920103 1448)]
(Martin Taylor 920103 12:00) --

Thanks for the good humored reply. |1 should follow some other advice
from Ben Franklin, about argument.

> One [misunderstanding], widely held, is that to use

>galumphrism theory (GT) requires stationary statistics. [These
>quotations are] right in asserting that the measures refer to ensembles,
>wrong in asserting that they refer to time-average statistics. The
>systems we are dealing with are not ergodic. That is at the heart of my
>comment (which puzzled Bill) that we had to deal with subjective
>probability, not frequentist probability. Past event frequency may serve
>as evidence that leads to a probability estimate, but it Is not the same
>as that probability estimate. It is also not true that in GT the
>galumphry in an instance is incalculable. Shannon"s measure deals with
>the average galumphry over an ensemble of instances, and is determined
>py the actual galumphry -log(p) of the instance.

I take it (to reverse the Dretske quote) that

Insofar as communication theory deals with quantities that are
NOT statistical _averages_ . . . it MAY BE dealing with
information as it is normally understood. For information as
it is ordinarily understood, and as it must figure in semantic
and cognitive studies, is something associated with, and
_only_ with, individual events (signhals, structures,
conditions).

In other words, a nonstatistical basis for a measure like that of
Shannon information would be a *necessary* but not sufficient condition
to make such a measure--call it mmt-information--relavent to information
as It is ordinarily understood. Are you claiming that Shannon, Weaver,
Haber, Dretske, and many others (I didn"t quote Norbert Weiner or
Bertrand Russell) were simply mistaken in attributing a statistical
basis for Shannon information? Or are you only objecting to the
statement that

>The theory stipulates that statistically average quantities that
>this measure specifies must be from statistically stationary
>sources; that is, estimations of relative frequencies of occurrence
>0f a given symbol must not depend upon the time at which the
>estimate was made.

Is there a way to apply the measure to non-stationary sources? | ask
out of ignorance. In what sense is any system treated in these terms
not being treated as ergodic, even an unchanging system that requires no
time averaging to be made statistically stationary? Are not elements

in the ensemble being averaged, and then an individual element compared
to the average?
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As 1 understand it, we PCT folk might think of subjective probability the
perception of likelihoods associated with other perceptions. The
evidence on which these perceptions of likelihood (or reasonableness,
etc.) is based may include frequentist probabilities, but need not. As
you say:

>Past event frequency may serve
>as evidence that leads to a probability estimate, but it Is not the same
>as that probability estimate.

Is there anything that prevents subjective probabilities (beliefs about
likelihood or reasonableness) being derived in a way that is entirely
whimsical and irrational? In what way is this distinct from a set of
perceptions that we might term beliefs, with different gain on the
different control systems for these belief-perceptions? Or are you
invoking here Bayesian calculations? What am | missing here?

>The second misconception is that there can be a unique measure of the
>channel capacity observable by an outside observer.

I never asserted this, to my knowledge. 1 said that Harris®"s linguistic
information is determinable by an outside observer. This is essential
to the function of language as a social tool. Associative meanings are
not so determinable, though we infer many of them with a pretty high
degree of reliability (depending on the sublanguage, 1.e. on the more or
less disciplined character of the universe of discourse).

I don"t have a lot of interest in channel capacity and have referred to
it only to distinguish it from information content (linguistic
information) and from associative meaning (associated nonverbal
perceptions).

>Bruce mentions, quite correctly, that it is the observer plus key that
>gains information out of a message encrypted to look like white noise.

That is not what | said. Assume a message In English so encrypted. It
contains linguistic information (with which sender and receiver may
associate additional meanings). |If the message is encrypted in what
appears to be white noise (but actually there must be detectable
redundancy in it--near-white-noise, you said?), then the linguistic
information is still there. However, it is not present in the white
noise. It is obviously not present in the key (which serves for any
encrypted message). It is present in the combination of white noise
plus key. The redundancy in the key and the redundancy in the
near-white-noise together make up the redundancy in the linguistic
message. Encryption involves taking from the message that redundancy
that is found in the key, so that putting the redundancy of the key back
in restores the original redundancy of the message.

>The question of meaning versus galumphry is tricky, not least because
>galumphry is well specified whereas meaning is not.

The measure of channel utilization is well specified. Linguistic
information is well specified. Associated meanings cannot be well
specified. Linguistic information is an important aspect of meaning
that is well specified. The measure of channel utilization has no
demonstrated relation to meaning. If channel capacity is too slight,
you lose some information in the sense of meaning, but you have no way
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of knowing just what increments of meaning you will lose. The missing
channel capacity does not even bear the same relation to the corrupted
message as the key does to the encrypted message, because the missing
channel capacity has no structure (no redundancy within itself). Nor
does the provided channel capacity. It is a bare quantum.

>My own opinion is that meaning inheres in the hierarchic
>mutual control systems that connect the participants in a conversation,
>and that i1t is intimately related to galumphry.

Are you advancing a theory of hierarchic mutual control systems
connecting living hierarchic perceptual control systems to one another?
How are the reference signals set? Where are the comparators and input
and output functions? How many levels iIn this transpersonal hierarchy
of control, and what are they?

In some haste,

Bruce Nevin
bn@bbn.com

Date: Fri Jan 03, 1992 3:54 pm PST
Subject: Re: measuring the egg

[Martin Taylor 910203 17:15]
(Bruce Nevin 920103 1448)

>

>In other words, a nonstatistical basis for a measure like that of
>Shannon information would be a *necessary* but not sufficient condition
>to make such a measure--call it mmt-information--relavent to information
>as it is ordinarily understood. Are you claiming that Shannon, Weaver,
>Haber, Dretske, and many others (I didn"t quote Norbert Weiner or
>Bertrand Russell) were simply mistaken in attributing a statistical
>pasis for Shannon information? Or are you only objecting to the
>statement that

>

>>The theory stipulates that statistically average quantities that
>>this measure specifies must be from statistically stationary
>>sources; that is, estimations of relative frequencies of occurrence
>>0f a given symbol must not depend upon the time at which the
>>estimate was made.

>
>Is there a way to apply the measure to non-stationary sources? | ask
>out of ignorance. In what sense is any system treated in these terms

>not being treated as ergodic, even an unchanging system that requires no
>time averaging to be made statistically stationary? Are not elements

>in the ensemble being averaged, and then an individual element compared

>to the average?

>

I think the term "statistical” is another that will lead us into confusion.
My understanding of all this is being refined by the argument, and is getting
back to something like it was 25 years ago, so bear with me if my usages

seem to change a little between postings. So much of this has become intutive
and has formed the underlay for my understanding of so much of the world

that to make it once again explicit Is quite a task.
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My underlying notion seems to be that of Einstein, when he argued that there
is no justification for taking any viewpoint other than that of the observer.
The Newtonian world, with its absolute space and time, is an abstraction
that can be useful much of the time, but is misleading when you push it too
far. Like Einstein, | see only the viewpoint of the observer, whether the
observer be a person or (Bill--note) the input of an elemental control system.
Therefore, all probability must be subjective, almost by definition, and it
is indeed hard to separate the notion from that of degree of belief. There

is nothing "that prevents subjective probabilities (beliefs about

likelihood or reasonableness) being derived in a way that is entirely
whimsical and irrational”™ except that an entity that did so derive its
probabilities would be unlikely to survive very long. The species that
survive a long evolutionary process probably don"t do it. Their subjective
probabilities are good enough to help them get along, although they often

do not coincide with frequentist estimates (we have consistent biases that
can be measured in experiments, for example).

>

>As | understand it, we PCT folk might think of subjective probability the
>perception of likelihoods associated with other perceptions. The

>evidence on which these perceptions of likelihood (or reasonableness,
>etc.) is based may include frequentist probabilities, but need not.

I think it might be better to think in terms of the "imagination" loop,

to distinguish the perception of likelihoods of possible "other perceptions"
from some externally controllable perception, though, of course, one aspect
of control is to bring to a maximum the likelihood of a desired perception.

>1 don"t have a lot of interest in channel capacity and have referred to

>it only to distinguish it from information content (linguistic

>information) and from associative meaning (associated nonverbal
>perceptions).

>

But I do, because it is channel capacity that affects the rates at which
control can be exerted, and the stability of the control hierarchy. Transport
delay has a separate influence on those things, so don"t read me as being
exclusive here.

>

>>Bruce mentions, quite correctly, that it is the observer plus key that
>>gains information out of a message encrypted to look like white noise.
>

>That is not what | said. Assume a message in English so encrypted. It
>contains linguistic information (with which sender and receiver may
>associate additional meanings). |If the message is encrypted in what
>appears to be white noise (but actually there must be detectable
>redundancy in it--near-white-noise, you said?), then the linguistic
>information is still there. However, it is not present in the white
>noise. It is obviously not present in the key (which serves for any
>encrypted message). It is present in the combination of white noise
>plus key. The redundancy in the key and the redundancy in the
>near-white-noise together make up the redundancy in the linguistic
>message. Encryption involves taking from the message that redundancy
>that is found in the key, so that putting the redundancy of the key back
>in restores the original redundancy of the message.

>

The redundancy in this case is in that not all possible messages in some
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universe (shall we say word sequence) are messages in English, and of those
that are, not all are equiprobable given the circumstances under which the
message is being received. There need be no detectable redundancy in the
white noise signal, in that, given the encryption algorithm, all conceivable
patterns of the same average energy are equiprobable (as far as the recipient
is concerned). That means that the encoding, knowing the key, is such

as to equalize the probability distributions from the universe of possible
messages. Codings that approximate this ideal are the target of much
research. But the redundancy is not in the white noise, nor in the key,

nor in the white noise plus key. It is in that after the message is decoded
into a word sequence, not all of the word sequences conceivable will occur.
Looked at as subjective probabilities, the coding is such that all noise
packets are equiprobable, but not all word sequences are. The noise packet
will be much shorter than the word sequence, because the noise packet does
not have redundancy whereas the word sequence does.

>

>>The question of meaning versus galumphry is tricky, not least because
>>galumphry is well specified whereas meaning is not.

>

>The measure of channel utilization is well specified. Linguistic
>information is well specified. Associated meanings cannot be well
>specified. Linguistic information is an important aspect of meaning
>that is well specified.

As you can see from the above, the measure of channel utilization is

well specified only from the viewpoint of the recipient. Linguistic
information, as you have described it, is the redundant part of the
galumphry of the utterance, and does not relate directly to the content

of the utterance (for "utterance" read any linguistic unit of your choice,
from phoneme to argument and above or below). | think Linguistic

galumphry is well specified at many levels of abstraction. Harrisian
Linguistic information seems to be well specified, to judge from your
analytic examples. But not all of these are in the same realm of discourse,
so they may not be connectable, despite being well specified.

>

>Are you advancing a theory of hierarchic mutual control systems
>connecting living hierarchic perceptual control systems to one another?
>How are the reference signals set? Where are the comparators and input
>and output functions? How many levels in this transpersonal hierarchy
>o0f control, and what are they?

>

Yes, that"s what | am advancing, but so far it doesn"t look quite like
Powers®™ hierarchy, because | see no way to restrict it to scalar elemental
control systems. The references are set, as in Powers®™ PCT, from higher
levels in the communication hierarchy, but they are not scalar variables.
They are intentions that the transmitter of a message perceive the
recipient as having reacted appropriately to the message (e.g. to have
"understood™ it, or to have performed a desired action ...). This is
true at every level, as in Powers®™ PCT.

A second difference with my current understanding of PCT (although recently
I begin to feel it is my misunderstanding) is that there is no fixed

set of connections, and that elements within a level can control

each other. My current understanding of PCT is that elemental control
systems at one level provide references for ECSs at a lower level,

not at the same level. (But I"m wrong on this, aren"t 1?).
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So, | can"t assert anything about levels within the transpersonal
hierarchy (at least not yet). Any particular virtual message may go
through many conversion stages, but these stages may in many cases
correspond to the same level (say ''sequence') of the PCT hierarchy.
It may well be the case that top-level messages may be sent between
the same PCT levels in the two parties, but 1 don"t want to assert
this to be so.

Martin

Date: Fri Jan 03, 1992 5:07 pm PST
Subject: Mary

Bill, Please give my best wishes to Mary.

Hugh

Date: Fri Jan 03, 1992 5:56 pm PST
Subject: GET WELL MARY

[From Wayne Hershberger]

I would like to wish you all a belated Happy New Year, Mary
Powers, in particular!

Bill, Joyce and I are distressed to hear that Mary is in the
hospital again. We hope, for the sake of us all, that she is
able to come home soon. Give her our love.

Chuck Tucker, did you get the post 1 sent you directly
on Christmas Eve?

David Goldstein (920102)

>Subject: Kolbe

>1 also think that it Is a good idea to [be] friendly
>towards people who express some interest in learning
>how PCT might apply to what they are doing.

Amen. 1 am in general agreement with every aspect of
your well measured assessment of Kathy Kolbe®s
position, but the sentence quoted above is the most
important, in my view.

Chris Malcolm:

Your description of the evolution of your ambidexterity
(912423) was choice, and seemingly very instructive!
Have you ever compared notes with other lefties trained
to write with the right (wrong) hand?

Bruce Nevin (911231)
>0ne other touch of personal news, 1 wrote what |
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>thought were satisfactory answers to the PhD
>preliminary exam in historical and comparative
>linguistics the 24 hours of the 18th and 19th, though
>1 won"t have official results until toward the end of
>January.

I you thought your answers were satisfactory, | can
not imagine the committee thinking otherwise. Let me
be the first to congratulate you. Also, | must say |
was charmed by the following mellifluous metaphor, in
your stellar post of (911231):

>Dretske"s bold promises rest on the cracked foundation
>0f old premises.

Bill Powers (Christmas, 92)

>0ur perceptions that we call "feet" are certainly not
>too big to fit into a brain: they are precisely small
>enough to pass through a neural fiber.

Neural signals in the brain may be said to be
relatively small, but the replicable perceptions
(phenomenal objects) those signals help mediate are not
necessarily small. Smallness iIs an aspect of phenomena
and it is a mistake to suppose that the size of a
phenomenal object is in any way related to the size of
the neural signals which help mediate it. You have
yourself been championing this sort of argument in many
of your recent posts.

>All aspects of our perceptions are proprietary,
>including our convictions that some are not.

No. A proprietary aspect is immanent in all
experience, or so it seems. But this does not imply
that there are no other aspects.

Bill Powers (920102)

>This is basically what |1 am arguing with Wayne Hershberger
>about. We are trying to reverse-engineer evolution (or whomever
>you want to blame). In doing so we come up with a model of
>underlying design features constituting a system that interacts
>with its environment just as real organisms do.

Yes. As | see it, we are trying to reverse engineer the
phenomenal domain, and the "spec" that 1| think is of the Ffirst
importance in this venture (also, as | think Kant was saying) is
that phenomena are bipolar: in a word, psychophysical. Control
theory appears to be uniquely compatible with this psychophysical
specification, providing one continually recognizes both ends of
the dipole--a control system AND its environment. Perhaps we
should change our language habits and speak of control SUBsystem,
since the control system is only one part (or pole) of the system
being captured by our reverse engineering.

Warm regards, Wayne

Wayne A. Hershberger Work: (815) 753-7097
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Professor of Psychology

Department of Psychology Home: (815) 758-3747
Northern 1l1linois University

DeKalb IL 60115 Bitnet: tjOwahl@niu
Date: Fri Jan 03, 1992 6:56 pm PST

Subject: recent misc.
[From: Bruce Nevin (920104 2104)]

Bill, I hope all is well with Mary. | don"t need to tell you that a
blood clot in the wrong place can be a very serious matter indeed.
Though we have never met, please add my mite of hope and care to what
must be Fflooding your way from your many friends.

(Tom Bourbon [910102 -- 0:45]) --
Fascinating model of control of others.

Extrapolating grandly: seems like what is wanted with Kolbe is to
introduce disturbance of a sort that makes it impossible to ignhore error
arising in her model of psychodynamics while concurrently making the
strength of PCT equally obvious as a safety net so that she doesn"t feel
compelled to rationalize the error preserving the theory. She has to
own the responsibility for the error signals so the disturbance itself
must be subtle enough not to seem an attributable cause. Perhaps the
exercise is worth it even with a person whose conversion you don"t value
particularly highly. If this could be accomplished for relatively
benign Kolbe it might be a skill transferrable to others who are less
amenable. But I"m just restating the obvious.

Bill had said:

>The other process adjusts utterances according to whatever linguistic
>conventions the speaker knows and cares about. The linguistic forms are
>perceived, and if they are in error, the control systems adjust the
>developing sentence where possible or force a restart. You see why 1"m

Avery Andrews (Fri, 3 Jan 1992 04:56:30 EST) --

>The problem as 1 see it is that there

>is not that [much] error-editing (Bill Labov, the numero uno observational
>linguist, tells us that 75% of speech is grammatical as is), & once a
>mistake is made there is not that much that can be done to fix iIt.

Errors that require correction bring the process of languaging to

conscious awareness, and that is the main reason for our surprise that
as much as 75% s without error (ref prior posts, examples from Martin
Taylor, etc.). At the other end of the awareness spectrum, the control
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systems adjusting most incipient error act so swiftly that at most a
hesitation is the only audible evidence.

>My recollection from when my kids were younger is that they could say
>impressively complicated things 1 want to push Owen while being carried”,
>put that iIf anything went wrong, they had to restart the whole communication
>from scratch, including securing the channel.

<nice example>

>This doesn®"t look like an interesting control system to me. | see the
>problem as one of putting out complicated novel performances mostly without
>errors, but also (to make It easier) without having to oppose any
>disturbances.

That®"s a nice observation. (You must be an observational linguist.)
But it just means that control of conscious error repailr where
unconscious error repair processes have broken down is a late
development. This fits with familiar observations about consciousness
of control interfering with control. Later, we learn to ride the
conversational bicycle better.

>My belief about syntax is that mostly there *aren"t* errors to correct,
>and when there are, they mostly aren"t corrected, but one starts again
>from scratch.

I deny the second clause for adult speech. You cannot have examined
many transcripts of real-time conversation. Maybe you®"re not an
observational linguist after all. :-)

(The fact that a distinction between an "observational linguist"” and I
guess a theoretical linguist could make sense in the field will
seem astonishing to historians of science, | predict.)

(Ken Hacker [010292]) --

Noam Chomsky is very fortunate that no one has had the imagination to
develop his ideas of biologically innate capacities along racist lines,
in the manner of Agassiz at the turn of the century.

Greg Williams (Thu, 2 Jan 1992 22:24:00 GMT) --

> (3) Are uu... optimal in the sense of encoding the
>most frequent 94 byte values in the original into single byte ASCII values?

A few years ago someone was trying to market a scheme that mapped items
in an English word list to single-byte ASCII values, in hardware. 1
don"t think it went anywhere, or at least | have heard no more of it.
Such a function for text files might make your burn more desirable than
uu??code. It would not be so useful for non-text files.

Bill Powers (920102.1600) --

>In biology, reductionism appears as analyzing some complex function into
>its constituent sub-functions. Pointing a finger at something reduces to

Reductionism usually refers to the relationship between science B and
science A that is claimed to be antecedent to it, in the sense of defining
its foundations. In a pejorative sense, it is a claim that the findings
of science B reduce to "nothing but™ arrangements of the findings of
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science A. | understand there is an active unity of science movement
quite apart from the now defunct ambitions of the logical positivists,
which depends upon reductionism in a positive sense. The insight that
the whole is greater than the sum of its parts stands against
reductionism (e.g. the Holism first articulated by Smuts, and organismic
biology especially Woodger®s fascinating attempt to formulate
foundations for biology by adapting the symbolic logic of _Principia ).

>its constituent sub-functions. Pointing a finger at something reduces to
>adjustments of tensions in specific muscles. Therefore pointing is
>"nothing but"™ tensing muscles in certain patterns of contraction.

IT "pointing"™ is an observation in psychology then this appears as
reductionism in the usual sense.

To the extent that Control Theory erases boundaries between sciences
concerned with living things, it must appear reductionist to those
sciences. Practitioners of any one science are apt to see it as
encroachment of an adjacent science, rather than proposal of a new and
more encompassing science. Is the latter a different sort of holism?

Your discussion of physics suggests that the more "basic' science
requires contextualization, must be made sense of in a perspective that
transcends the strict boundaries and terms of the science itself. From
an understanding of the perceptual control hierarchy we can see how this
must be so.

Avery Andrews (Fri, 3 Jan 1992 13:48:01 EST) --

One of the problems of various flavors of Generative grammar is that
they all presume use of phrase structure grammar, rewrite rules like:

A -->BCD /X__ Y

(Abstract symbol A becomes string BCD in the context after X and before
Y.) The problem is that, in the labelled bracketings or tree structures
that these rules generate, the elements that are relatable to one
another (presumably by elementary control systems in the perceptual
control hierarchy) are abstract symbols that carry no information about
the classes of words and morphemes at the bottom (leaves) of the tree,
much less about the particular words and morphemes to be "inserted" at
some point into these structures. This means that nonverbal perceptions
(real-time, remembered, and imagined) can have no role in syntax until
after lexical insertion. One consequence is that preterminal symbols
*must* carry indices (graphically, subscripts) to indicate sameness of
reference. The whole metalanguage apparatus must be imagined to have
evolved somehow unrelated to relations among nonverbal perceptions, and
the mapping from strings of abstract preterminal symbols onto words and
morphemes must have evolved without recourse to relations among the
words and morphemes themselves. No wonder a biologically innate
apparatus for language is essential to the theory!

Dependency grammar is so much more plausible and manageable--yet despite
cogent arguments to that effect by Jane Roberts and others it has seldom
been seriously considered. So far as | can see it is the same as trying
to get a WordStar user to consider a different word processing package,
or a QWERTYUIOP typist to consider learning to use a DVORAK keyboard.
Even string grammar (Joshi®s center-and-adjunct grammar) and Joshi®s

69



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell Page 70

TAGS (mixing adjunction rules with minimal rewrite rules) are better
than PSG. Some of the PSG derivatives (head-driven, etc.) get around
some of the problems, but not the worst of them such as those sketched
above. Operator grammar is obviously a dependency grammar plus the
reductions.

When 1 get a chance to make a copy of Stephen®"s dissertation, 111 mail
it to

Avery Andrews

Linguistics, The Faculties
ANU, PO Box 4

Canberra ACT 2601
Australia

It is not on line, though you could ask Stephen
johnson@cucis.cis.columbia.edu

if he has it on line. He wrote a paper "Mathematical building blocks"
in _Al Expert_ for May 1987, which you should be able to turn up. He"s
currently in charge of medical informatics at Columbia Presbyterian.
He"s gearing up for a resumption of research, together with Lynette
Hirschman, who is co-author of a number of things with Naomi Sager.

Bruce Nevin
bn@bbn.com

Date: Fri Jan 03, 1992 7:16 pm PST
Subject: Metaphysical Slumber

Greg Williams 920103

>By the way, I claim that the only reasonable answer to Hume®s inductive
>skepticism (i.e., why should the sun rise tomorrow?) is making generative
>models which "hang together.'" Hypotheses non fingo leaves open the possibility
>that matter might disappear at any moment, since it can"t predict that it
>WILL disappear at a PARTICULAR moment. QED says there®s no 'disappearing at
>such-and-such-a-time" relation within its (modeled) structure, so give us a
>break from your concocted philosophical "possibility” tales, Hume!

But isn"t this argument circular? The theory must always go beyond the
data and so your theory, no matter how well "supported™ by the data up to
now, can still be wrong. So | think Hume®s major logical point is still
valid, although I don"t accept his psychological interpretation.

--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990
USA
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Date: Fri Jan 03, 1992 8:46 pm PST
Subject: Cultural Anthropology

Bill Powers (and anybody else interested in cultural anthropology):

Do you know of any cultural anthropologists who have used PCT in their
work? It would seem that PCT could give valuable insights into culture and
cultural differences and suggest methodologies for understanding and
contrasting different cultures. 1 seem to remember someone called Bohannon
that wrote something with you at some time. Perhaps he has done something
with PCT.

An anthropologist colleague of mine, Jacquetta (Jacquie) Hill is shooting
videotapes of preschools in Thailand and Japan and wants to present edited
versions of these to people both within and across cultures. 1 suggested
that it might be useful to see the videotapes, especially of the foreign
cultures, as consisting of disturbances and to elicit reponses from the
viewees of what is "wrong" with a particular situation, what the teacher
"should" have done, etc., to get a grip on controlled cultural variables.
Any ideas about using PCT for this type of research would be most
appreciated.--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Date: Sat Jan 04, 1992 9:51 am PST

Subject: Metaphysical slumber vs. physical awakening
From Greg Williams
(Gary Cziko 010392)

>[Greg says:]

>>By the way, 1 claim that the only reasonable answer to Hume®s inductive
>>skepticism (i.e., why should the sun rise tomorrow?) is making generative
>>models which "hang together." Hypotheses non fingo leaves open the possibility
>>that matter might disappear at any moment, since It can"t predict that it
>>WILL disappear at a PARTICULAR moment. QED says there®"s no "disappearing at
>>such-and-such-a-time" relation within its (modeled) structure, so give us a
>>preak from your concocted philosophical "possibility"” tales, Hume!

>But isn"t this argument circular? The theory must always go beyond the
>data and so your theory, no matter how well "supported"” by the data up to
>now, can still be wrong. So 1 think Hume®s major logical point is still
>valid, although I don"t accept his psychological interpretation.

Certainly, ANYTHING is POSSIBLE, ANYTIME (i.e., "with God"). My point is that
Hume"s skepticism iIs KNOW-NOTHING skepticism, which must be contrasted with
“"uniformity” (through time) claims made on the basis of models which have
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worked pretty well so far. It"s comparable to a stranger coming up to you and
telling you that you could suddenly renounce life and become an ascetic
tommorrow at noon. Wouldn®"t you put a LOT more confidence in your own theory
("knowing" yourself) that your life tomorrow will go on pretty much as in the
past (hanging out on CSGNet, and all that!) than in the stranger®"s theory,
even though the latter is logically possible?

I called "the argument from modeling"™ a ''reasonable'™ answer to Hume, not a
refutation of his skepticism. And reasonability iIs what science is supposed to
be about, within logical bounds set by philosophy. To predict requires the
possibility of being wrong about it -- otherwise it reduces to dogma or
tautology.

Nobody else on the Net seems to have much to say about the Delprato
correspondence, which contains what | thought are some highly controversial
claims. Am 1 preaching to the converted (except maybe you), or is this
tangential stuff, or am I ready to publish in PHILOSOPHY OF SCIENCE? In
reviewing notions of scientific explanation (Salmon®s recent synopsis of 40
years thereof is of the greatest importance), 1 found nobody saying that
explanation of phenomena depends on description at the next lower level -- so
that, if anything, is what is original. Perhaps the p of s"s missed it because
they haven™t tended to be observers, which is where I came in ("What do my
sons count as explanations?'™).

The (slight) irony of control theorists glomming on to Maturana®s notion of
generativity is that it appears (at least Bill Powers and | think) that
Maturana®s claimed-to-be-generative notion of "autopoiesis'" ISN"T generative.

Greg

Date: Sat Jan 04, 1992 10:43 am PST
Subject: Philosophy of Science

[from Gary Cziko 920104.1220]
From Greg Williams (920104)

Keep it up. You"re educating me. Your emphasis on reasonableness seems
quite reasonable to me. The real skeptics will never be convinced, so why
bother?

I have been interested in the philosophy of science for some time, although
most of what I know about is arguments for and against Popper®s philosophy
and Campbell"s evolutionary epistemology, towards which I"m basically
favorable (my evolutionary bias showing through).

>Nobody else on the Net seems to have much to say about the Delprato
>correspondence, which contains what 1 thought are some highly controversial
>claims. Am | preaching to the converted (except maybe you), or is this
>tangential stuff, or am | ready to publish in PHILOSOPHY OF SCIENCE? In
>reviewing notions of scientific explanation (Salmon®s recent synopsis of 40
>years thereof is of the greatest importance), 1 found nobody saying that
>explanation of phenomena depends on description at the next lower level -- so
>that, if anything, is what is original. Perhaps the p of s"s missed it because
>they haven®t tended to be observers, which is where | came in.
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I have not seen this argument before. 1"ve seen falsificationist views
(e.g., Popper), new prediction views (e.g., Lakatos), deductive views
(e.g., Salmon) and Bayesian views (e.g., Howson and Urbach) but not your
n-1 perspective.

I will forward some of your stuff to Patrick Maher, a real philosopher of
science who is on my campus and who studied with Salmon. Perhaps we can
get him to join the discussion.

By the way, could you give me a reference to the Salmon synthesis on
explanation which you mentioned?--Gary

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Command: print 1-7

Date: Sat Jan 04, 1992 11:45 am PST
Subject: language etc.

[From Bill Powers (920104.0900)]
Thanks from me and Mary for all the concerned messages.

The mail is getting out of hand. If I fail to respond to a specific
inquiry, remind me.

Greg Williams (920102) --
Very nice commentary on reductionism.

I think there®s actually a "why'" concealed even in a "how" explanation.
When you reduce a phenomenon to the next lower level of processes, you
see the "how"™ in the arrangement of finer details. But it"s easy to
overlook the fact that not all arrangements will have the same effect.
There"s always the question of WHY that particular arrangement exists
instead of an alternative. Why not an inverse-cube law? The hidden why
reveals the structural laws that lead from level n-1 to level n.

Avery Andrews (920102) --

>>0ne process adjusts utterances according to the meanings they evoke iIn
>>the speaker as they are uttered (or in imagination prior to utterance);
>>this leads to editing on the fly and other means of adjusting the
>>meaning of an utterance to make It match the meaning intended to be
>>communicated.

>But this adjustment basically consists of putting in something where
>there was nothing, which is maybe significantly different from the



C:\CSGNET\LOG9201B JANO08-13 Jan 14 separate Dag Forssell Page

>more usual cases of feedback control.

Not really different. The initial error is identical to the reference
signal (there is no perceptual signal). If you can explain how a
partially-completed meaning is brought a little closer to a reference-
meaning, you have explained everything.

Re: adjusting sentences according to linguistic rules:

>1 don"t know about this one. The problem as I see it is that there

>is not that most error-editing (Bill Labov, the numero uno observational
>linguist, tells us that 75% of speech is grammatical as is), & once a
>mistake is made there is not that much that can be done to fix iIt.

There"s a difference between "mistake'™ and "error signhal.” All that an
error signal indicates is how much of the goal is not yet met. A sentence
under construction is accompanied by a decreasing error signal (actually
multiple descreasing error signals), the amount and direction of the
error always indicating what remains to be done. The error signal doesn"t
indicate that there"s anything wrong with the part of the sentence so far
completed. You only have to start over when the remaining error turns out
to be uncorrectable. So the fact that 75% of sentences are grammatical
upon utterance means only that the progressive error-reduction during
formation of a sentence usually continues to zero error without any
hitches. Zero error means perceiving a grammatically correct sentence
that conveys the right meaning.

However, 1 love your child®"s "crashes."

I think of the process of sentence construction as one of _assembly._ One
has in mind a meaning that is to be converted into a sentence -- perhaps
just an event that is to be described. Just prior to starting the
assembly process, one has in mind memories of the interesting parts of
the event, sitting there in imagination or perception like a checklist.
There are objects involved, usually, so one set of processes picks up the
object names (or action names or relationship names -- the nouns and noun
phrases). Another aspect of the meaning consists of relationships, which
requires setting up part-forms that convey relationships, such as
prepositional phrases. At the same time, multiple meaning-perceivers are
at work, seeing what the component parts of the assembly as it stands at
any instant evoke and comparing the evoked meanings with the intended
ones at all the levels. This probably results in discarding some
candidate components and picking up new ones in their places. At a higher
level, the component pieces of the sentence are being judged as to syntax
-— we need ""the" here and "a" there -- and modifications are going on at
that level, too. All these selection and error-correction processes
gradually (in a few tenths of a second) converge to a completed sentence.
As soon as the first parts of the sentence are completed, utterance can
begin, with the remaining parts of the assembly process keeping ahead of
the utterance (if not, the utterance pauses). None of this necessarily
involves any "mistakes.” It"s just a set of processes going on at several
levels of organization, some in parallel and some in sequence, with
continual error-correction guiding the assembly of the sentence.

Even in the assembly of a prepositional phrase, both meaning and syntax
are being controlled for at the same time. One set of processes concerned
with meaning picks up "baby,"™ "bouncing”™ and "chair"™ to go with those
imagined perceptions. "On" is selected to indicate the kind of
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relationship between bouncing and chair, and a sequence-control system
sees to it that the phrase comes out "bouncing on chair", while another
control system pops a '"'the" in between "on'" and '‘chair' and also before
"baby." The words and relationships are simultaneously being perceived
and the images they evoke are being compared with the reference images of
the event held in memory. While this assembly is proceeding, one of the
meaning-control systems might see that "baby" evokes the wrong image and
change the word to "child." And of course the sentence-parser detects the
lack of a verb and sticks "is" in where it belongs, If it belongs (if
something Is to be said about the child bouncing in the chair -- it fell
off -- the "is" is omitted: The child bouncing in the chair fell off).

This is strictly amateur night, but this scenario feels much like the way
I assemble sentences as | type them. How does it strike you?

Bruce Nevin (920101) --

>0ntogenesis: how can recognhizers for words according to their
>argument requirement in fact come into existence? These appear,
>for many languages, to be N (primitive nouns--dog), On (operators
>with one N argument--sleep), Onn (eat), Onnn (give), Oo (operators
>with one operator, of any class, iIn its argument--be true), Ono
>(think), Oon (surprise), Ooo (cause).

In part, see above. Think of all the argument-requirement perceivers as
operative at the same time. Whatever words are selected at lower levels
for lower-level reasons (such as naming things, actions, and
relationships), all the requirement-perceivers are checking the results
to see iIf they fit. Do you think it would be possible to define "0" and
“"N" in terms of the level of perception to which they refer? The basic
problem here, it seems to me, iIs how the system can decide that a

particular word is an "0" or an '"n". That might be easier to work out if
the system classified the _meaning_ rather than the word.

I said

>>You seem to be proposing that a single cooccurrance would suffice
>>to establish the memory. . . . |If I say "the and" one time, is
>>that sufficient for you to establish this pailr as a conventional
>>cooccurrance, or does it have to happen more than once?

Your answer didn"t really give an answer -- or it gave an answer you
perhaps didn"t intend:

>Well, first off the words ""the and' cooccur not only with each
>other but also with one or more intonation contours, as well as
>with other words.

My somewhat oversubtle point was that in the sentence above, you could
see the cooccurrance 'the and" because | had just typed it. My question
was whether that cooccurrance, that you just saw on the screen,
established ""the and" as a cooccurrance once and for all. Your answer and
its elaborations actually appealed to more than one experience with the
phrase -- in fact, to general rules that can only be derived from
multiple experiences over many occasions. Thus you were illustrating that
we come to recognize cooccurrances as significant only if they occur
enough times in recognizeable contexts. So when you say
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>The structure is immanent In the language. The child does
>not invent it. The child does not need a statistical analysis to
>construct it.

.. this seems to contradict the fact that we do NOT accept as real every
cooccurrance, and that we DO learn them over time by making judgements
about which are meaningful and which are not.

I think that you"re hanging on to an objectification of language that you
don"t really believe in. While it"s not odd that a linguist should do
this, it is odd that _you_ should do this.

>l am supposing that for a time at least one remembers all the
>perceptions of a situation, nonverbal and linguistic, and subsequently
>only an idealization or normalization or regularization of them.

But remembering all the perceptions is not the same as remembering
cooccurrances. If you remember 6 perceptions, there are 720 cooccurances
of single perceptions. Are you saying that each cooccurrance is
remembered, as well as the 6 perceptions? | would say that a cooccurrance
does not exist for a given person until it is explicitly perceived as a
cooccurrance (1 would prefer to say ''sequence,' partly because the order
makes a difference, but mainly because | have such an awful time typing
that word).

>0ne possibility, though messy: by associative memory and imagination,
>signals come back to its input function from collateral ECSs in the
>hierarchy that either strengthen signals already coming in to its input
>function or supply signals not actually derived from the environment.
>Neater would be for associative memory and imagination to be a function
>0f higher-level ECSs.

IT Joe Lubin is still paying attention, | wish he would comment on this.
It sounds a lot like the structure he"s developing as a model of
hierarchical perception.

I think your conjectures are heading in the right direction. Maybe it
would be profitable at this point to look for some simplifications. There
are many levels of processes implicit in your ideas. Could we try to
model some part of this, just something simple like naming? Or whatever
chunk you can see that could be pulled out of the whole mess and modeled
as a standalone process. Maybe this flood of ideas is making perfect
sense to you, but it"s confusing me.

>1 want a sequence recognizer that takes input from the recognizer for
>the word "'sleep’™ and expects there to be any word of the N class in a
>position appropriate for a first argument.

This would do as a starting point. But let"s back down just a scoche. The
word "'sleep” implies a number of meanings, one of them being sleeping.
How does this word get recognized as belonging to the N class? Does the
N-class recognizer have to have a list of all possible words that belong
to it, or is there some shortcut? Is there some way it could know that
sleep belongs to it just by knowing what kind of perception it means?
Since all word-recognizers emit the same kind of signal upon recognition,
there can”"t be anything in the signal that reveals the necessary fact.
Could it be that _any signal from a given level of recognhizer_ can be
treated as an N? Any set of levels?
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Maybe the problem will become a little simpler if we say that the
sequence recognizer isn"t concerned with the source or nature of the N-
class word. We can imagine classfiers that detect N-ness and o-ness by
unspecified means, and a set of sequence-recognizers that simply look for
"on'", "Onn", and so on (without having to know what the underlying words
are). The syntactic requirements are met if one of the sequence-
recognizers emits a signal. If there"s a syntatical error, it can be
corrected by altering reference signals to lower-order systems (somehow,
doing something or other about the error). In building a sentence, the
sequence-recognizers simply check for existence of a valid syntax without
caring what the valid example itself is. They are single-purpose devices;
no one of them is a speech-generating device. Only the whole ensemble of
systems, each concerned with one dimension of an utterance, creates an
utterance (or recognizes it).

>l want a sequence recognizer that takes input from the recognizer for
>the word "'dog" and expects any word of any of the operator classes On,
>0nn, Onnn, Ono, Oon. Maybe this is just a requirement for an ACK signal
>from one or more operator-recognizers saying 'l assume you are in my
>argument.” Such a signal would be in the *input* requirement for the
>word-recognizer.

I think this collapses too much into a single level. "The word dog"
implies a lot more than the sequence of marks that goes D, 0, G. In order
to talk about operator classes, we have to look at what they mean -- what
is the "operation?'”. Can we focus on just one of them, and take i1t apart
a little more? What about On?

>It appears that there is just one sequence recognhizer for each class of
>operators--one for Oo operators, one for Onnn operators, and so on.

This is what 1"m counting on. If we can say how the meanings of these
operators differ, we will be getting closer to relating this process to
HCT. 1 am convinced that meaning gets into this. So I"m glad when you say

>In this respect | do agree with Martin and others who give primacy to
>semantic considerations in the interpretation of language.

Bruce Nevin (920102) --

A very convincing and thorough discussion of information theory, for
which thanks.

Re: "Yes
>The _linguistic_meaning_ of the word "yes"™ is always bound up in its
>role in the second half of a question-answer pair. Linguistically, when
>you hear '"yes,'" you must remember or imagine a yes-no question, and with
>yes you must be able to include the affirmative member of the yes-no
>disjunction given in the question.

Consider the message "'yes"™ In response to the following utterances:

Como se dice en Ingles, <<si>>?

What is a three-letter affirmative?
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Did you say "'yes"™ or "no"?

Say "'yes."

IT your reply is "yes" 1 will assume you disagree.

In none of these cases is the message ''yes" in response to the given
statement "bound up in the second half of a question-answer pair'" in the
senses that you propose. Sometimes a word is just a word. Knowing only
the message, one has no way to tell objectively what it means.

>What is relatively constant is the linguistic information immanent in
>the utterance, which functions for us somewhat as a skeiner"s bob on
>which we try to loop and sort the strands of perceptual life.

I hope to persuade you some day that there is nothing "immanent™ in any
perception (unless you slip in first and convince me of the opposite).
Wayne wants physics to be part of the immanent order. You want language
to carry imnmanent information. 1 suppose that Martin wants redundacy and
probability to be immanent. 1 believe that organisms are really, truly,
control systems. | suppose that all of us would prefer to think that
anything on which we depend heavily for survival (physical or
intellectual) has some objective truth in it. But if we all have our way,
we will soon be back to naive realism, which doesn®"t make any sense to
any of us. Could it be that everything is a matter of perceptual
construction EXCEPT language? EXCEPT physics? Etc?

Bite the bullet.

No time to comment on the rest -- 1"m sure it will come up again.

Greg Williams (920101 etc) --

It would be nice to BURN a long file into a single transmission, which my
version of uuencode won"t do. What"s the suggested retail shareware

price?

Bruce Nevin (920103) --

> Someone dug under it and someone dug under it . . . -->
> Someone and someone . . . dug under it -->
> Someones dug under it

I have never detected anything remotely like this going on in my head
when 1 hear sentences. What | got was images:

Bunch of people standing around near a (stone) tower. Something
scientist-like about them.

Bunch of people with shovels (quickly revised to bunch of people giving
orders to peons with shovels).

Shovels stuck in ground, dripping dirt, piling dirt. Happening at base of
tower (revised from basement of tower (“'under'™)). Problem getting the
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exact digging site -- you can"t lift the tower to dig under it. Finally
settled on a tunnel (tower leaning precariously).

By the time | got to "they dug under it" the little-group-of-scientists
icon was already there, and the tower icon. "They" popped up the
scientist icon, "it" popped up the tower icon, and "dug" put the shovels
and dirt into the picture. The fact that it was 'dug" and not "dig" made

the whole thing like a memory, something already over with.

OFf course you could claim that your version of the processing was really
going on unconsciously and that I was just being entertained by these
images long after the process had done its work. Seems to me that this
would be difficult to prove (or falsify), even to yourself. The fact that
there is some ingenious expansion-contraction procedure that will end up
with the actual sentence form doesn"t show that this procedure actually
occurs. And | don"t see any evidence in its favor. Of course 1 don"t know
much about it -- my subjective report probably looks pretty naive.

>The past-tense morpheme is a reduction of something like "which is
>pefore my saying this"

This is what 1 meant in saying It was ''something like a memory." But that
sense wasn"t in words. It seems to me that you"re relying on a lot of
non-linguistic perceptions in this analysis, which are then approximated
by words. 1 doubt very much that we ever say to ourselves 'the dog and
the dog ... were fine." But it"s possible that when you try to describe
what actually goes on, it might come out like that. | think that the
"reductions'" probably involve nonlinguistic perceptual steps.

I do think, however, that you"re approaching the point of defining the
neural operations that must be taking place.

Martin Taylor and Bruce Nevin (920102 etc) --
Re: information.

Information in its nonstatistical sense gets us into epistemology,
doesn"t it? That is, to say that message A contains information about B
implies that you have a way of knowing what B really is, so you can say
in what respect the message informs us about B. It"s also implied that
you can tell when the information about B is wrong. In any case, the
presumption is that there is something objective to which the message can
refer, but even more that we can know what that something is in some way
other than relying on what the message has to say. One could just as
easily transfer this argument to the question of perception. A perceptual
signal is a message. To what does it refer, and how can the system
containing the perception know that?

Martin says

> Like Einstein, | see only the viewpoint of the observer, whether the
>observer be a person or (Bill--note) the input of an elemental control
>system.

What"s the difference between an input to a person and the input to an
ECS? 1 thought the inputs to elemental control systems WERE the inputs to
the person.
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Wayne Hershberger (920103) --

>Neural signals in the brain may be said to be relatively small, but the
>replicable perceptions (phenomenal objects) those signals help mediate
>are not necessarily small. Smallness is an aspect of phenomena and it
>is a mistake to suppose that the size of a phenomenal object is in any
>way related to the size of the neural signals which help mediate it.

But you assume, in order to say this, that phenomenal objects and
attributes of objects are something other than neural signals. 1 assume
they are the same thing. How do we get past that?

>As | see It, we are trying to reverse engineer the

>phenomenal domain, and the "spec' that 1 think is of the first
>importance in this venture (also, as | think Kant was saying) is
>that phenomena are bipolar: in a word, psychophysical.

Why do you assume the "-physical" part of psychophysical? There is
nothing in the physical domain that is not derived from perception and
thoughts about perceptions. It seems to me that you slip your conclusion
into your premises. | do not see the '"psychological™ aspect of experience
as being on an equal footing with the "physical' part. The physical part
is a set of ideas, and so is a subset of the psychological part.

I find the topology of your point of view baffling. It seems to involve
some magical way of knowing things without perceiving them, and some way
of checking on the meanings of perceptions other than comparing them with

other perceptions. | can"t grasp the role that you give to perceptual
signals, or for that matter, to the brain. I can"t understand what
position you"re assigning to the Observer -- if the observer isn"t in the

brain, where is it? And where, then, are the objects of observation?

Kent Mcclelland, 1711 work up some sort of invoice for the Demos and post
it. Maybe it can be incorporated into the files that Bill Silvert is
making available. To everyone else: the only charge is for professional
use (i.e., teaching). Copy and distribute freely for your own use and use
of friends.

Keeping up with the mail, even sketchily, is getting to be a problem. 1|
guess all I can do is hit the high spots. Maybe this would become more
manageable if we narrowed the focus to a few basic problems we might
explore, toward building models of handleable chunks.

Best to all

and thanks from Mary,

Bill P.

Date: Sat Jan 04, 1992 11:53 am PST
Subject: Lies, damned lies....
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Thinking about magic (that is, conjuring) got me headed in this direction,
which | suspect is to start an argument. Oh well....

A standard line in CT is "no control of another person, except by overwhelming
physical force." Ultimately, we are supposed to be free to follow our
reference signals. OUR reference signals. But shouldn™t that read "free to
follow our ERROR signals"? Errors (the DIFFERENCES between reference signals
and perceptual signals) drive actions. And people sometimes can control
others® perceptual signals, and hence, errors, and hence, actions. The
simplest example is deceit following the establishment of trust. Say that you
consider me a friend, and generally believe what | say. | decide to control
your actions as follows. | want you to get up and go out of the room, even
though you just said a minute ago, "l just want to sit here and relax."™ So 1
go out of the room and then yell "HELP! 1 cut my finger!" This is not true, of
course. But if you treat my cutting my finger as a true perception, you will
"come to my aid.”™ (You might never, again, though!) At the very least, | think
I have, with you, JOINTLY controlled your getting up and going out of the
room. You wouldn®t have done it without my deceit. MY hierarchy is, in effect,
using you as an instrument to achieve my ulterior goals.

This might be generalized to non-deceitful cases, too. As a teacher, | don"t
have direct access to your reference signals, but 1 can (at least jointly)
control your PERCEPTIONS, and hence, your ERRORS, and hence, your actions.

May the barrage begin.

Greg

Date: Sat Jan 04, 1992 1:45 pm PST
Subject: More lies?

From Greg Williams:

Yes, the "Lies..." post was from me (no liel!). Sorry 1 forgot my name
at the top.

Gary, the reference you wanted is: "Four Decades of Scientific Explanation:,
by Wesley C. Salmon, in MINNESOTA STUDIES IN THE PHILOSOPHY OF SCIENCE,
volume 13, 1989. (Also reprinted recently as a separate monograph with the
same title.)

Greg (P.S. Gary -- | need the December "B"™ Log, also. Got the rest! THANKS!!

Date: Sat Jan 04, 1992 5:52 pm PST
Subject: Re: language etc.

[Martin Taylor 920204 20:30]
(Bill Powers 920104.0900)
>

>Martin says
>

>> Like Einstein, | see only the viewpoint of the observer, whether the
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>>observer be a person or (Bill--note) the input of an elemental control
>>system.

>

>What"s the difference between an input to a person and the input to an
>ECS? 1 thought the inputs to elemental control systems WERE the inputs to
>the person.

You asked earlier whether the "subjective probability” implied that the
global organism that is the person was doing the probability estimate, or
whether it was each individual ECS. 1 didn"t answer that at the time, so
I brought it to your attention in my answer to Bruce. And it doesn™t
imply, as you earlier suggested, that the low-levels ECSs have properties
that you attribute to (the action of?) higher level ECSs, only that they
behave *as i1f* they do.

The input to a person *may* be the combined effect of the inputs to all the
myriads of ECSs, or it may be those that are consciously used to form a
perception in (of?) the world, or it may be something else. But the input
to a ECS is (for now) a single scalar variable. That"s different.

You weren"t interpreting "elemental control system” as "lowest-level control

system," in your question, were you?
Martin
Date: Sat Jan 04, 1992 5:59 pm PST

Subject: Re: Lies, damned lies....
Ken Hacker [920104]

Greg, | second the intention of your comments about who controls what with
reference signals. From the works of Vygotsky and Mead through modern
communication studies, we know from mounds of studies that what an individual
does with his or free agency is largely constrained by parameter, definitions,
rules, percepts, and goal states which have been socially derived.

Indeed, one of the objections that people in my discipline (communication
studies) have with cybernetics is the assumption that individuals are closed
systems.

We are free to choose or design our own actions to a certain extent, that
extent having profound social and cultural origins. As French political
theorist Jacques Ellul argues, we are most dominated by others when we think
we are free but really are free only within the fences created by others.

I personally see control systems theory as having enormous potential, both
as a perspective guiding theories of adapation and regulation, but also as a
source of knowledge regarding ways that humans can create more of their own
loci of control and free centers of control from external sources. | also
see a need for more attention to social cybernetics which may extend our
realizations that human behavior is rarely, if ever, a socially isolated

set of phenomena.

Ken Hacker, Dept. of Communication Studies, New Mexico State University
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Date: Sat Jan 04, 1992 6:11 pm PST
Subject: Re: Humpty Dumpty

[Martin Taylor 920104 20:50]
(Bruce Nevin 920102)

>

>It is essential to realize that the linguistic information in a sentence

>is not and cannot be identical with the perceptions it may evoke in

>memory and in imagination. We may be pleased to think of these

>associated nonverbal perceptions as the meaning of the sentence. Such
>meaning differs between any one language user and any other perceiving

>that sentence. The linguistic information in that sentence, however, is
>constant, a communal property of the speech community. The meanings iIn
>terms of idiosyncratically associated nonverbal perceptions are an
>interpretation of that linguistic information and, being grounded in

>that communal property, will have much in common from one language user

>to another--but also unpredictably much disparate. Communication has to

>do with evocation of perceptions In memory and imagination. The

>linguistic information in language is one social tool for doing this,

>which is efficient for some aspects of meaning but not for others.

>

There is either confusion here, or we have another difference of opinion. In
my view, you have said two things about "linguistic information', one of which
I agree with, and the other of which seems to be contradictory. 1 agree with
the first sentence, and the last two, which seem mutually consistent and
consistent with what 1 think has been implied by all Bruce"s postings on
linguistic information.

But " The meanings in

>terms of idiosyncratically associated nonverbal perceptions are an
>interpretation of that linguistic information™

seems to be inconsistent. The linguistic information, as | understand
Bruce to mean it, is in the Operator-argument structure and the reductions,
in other words it is the carrier structure, that contains nothing of the
content. The meanings inhere in the words chosen to fill that structure,
the relations among them which are certified by that structure, and their
relations to the pragmatic situation of the talker and listener. 1 do not
see how meaning can in any way be "an interpretation of that li{guistic
information™ if the first sentence and the last two sentences are also to
be believed (as | do).

>

>A little test is in order perhaps, of the hypothesis that semantics and
>pragmatics are primary and syntax is only used to disambiguate difficult
>cases.

A little misunderstanding here. The hypothesis (at least mine, in the BLC
model in the Reading book) is not that syntax is used only to disambiguate
difficult cases, but that it iIs used to check interpretations made in all
cases by the faster but imprecise and potentially ambiguous associative
process. |If the syntax disagrees with the easy interpretation AND provides
an alternative that fits, then it will override the quick interpretation.

The basic principle, which is evident iIn experiments in many different
situations, is that humans (and maybe others) have two quite independent
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processes for comparing one situation with another: a similarity process

and a distinction process. One says "is this like something 1 know" and

the other says "is this different from something 1 know."™ These processes,
when experimentally separated, do work at different speeds, the similarity
process being faster (it"s also informationally easier). The distinctiveness
process can and does override the results of the similarity process, but
usually in non-contrived situations the only overriding it has to do is to
eliminate erroneous similarities that arise in ambiguous situations--most
patterns are similar to many other in various ways. In reading, for example,
there seem to be three or four stages of similarity process that occur before
any distinctiveness process cuts in (after about 200 msec). (Note that newer
research may have refined or altered these results. 1 haven"t looked at this
field for about 6 or 7 years with any seriousness).

The existence of two different processes of comparison ought to have some
consequences for PCT, I think. As 1 understand it, PCT is much more aligned
with the distinctiveness process: "lIs this percept different from what I
want it to be" rather than the similarity process "is this percept something
like what 1 want it to be?" 1"m not going to try to follow this up, unless
someone has some ideas, but it is worth keeping in mind.

Martin

Date: Sat Jan 04, 1992 8:16 pm PST
Subject: [language generation

Re Powers( 04 Jan 92 13:40:38 CST)

>This is strictly amateur night, but this scenario feels much like the way
>1 assemble sentences as | type them. How does it strike you?

Pretty good. In computational linguistics jargon, it"s “simultaneous
constraint satisfaction®, about which there is a fair amount of literature.
The direction in which my speculations run is that the grammar (be

it phrase-structure based, dependency, or something completely different)
provides a sort of partial schedule for organizing the satisfaction of the
goals. But | don"t have time to work out a detailed story right now.
Needless to say, there is also a literature on sentence generation, which

I ought to know more about before going much further with this.

One issue, | guess, is whether explicit control theory can do better with

these problems than, say, current logic programming techniques (PROLOG

and more various more sophisticated experimental languages), which have

a sort of goal-directed flavor to them. But I really don"t have the right

kind of math background to take that issue on. 1 suspect that a more

accessible target is to try to work out what the goals motivating speech
production actually are - “describe an incident”™ seems like a common one,

“say something about a protagonist®™ maybe another. There is a lot of literature
on discourse analysis which might be relevant to this.

Avery Andrews

Date: Sat Jan 04, 1992 10:45 pm PST
Subject: Misc comments
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[From Bill Powers (920104.2200)]
Greg Williams (920104) --

>Nobody else on the Net seems to have much to say about the Delprato
>correspondence, which contains what 1 thought are some highly
>controversial claims.

They sounded fine to me in my provincial innocence. Are you saying that
someone thinks It works some other way?

>A standard line in CT is "no control of another person, except by
>overwhelming physical force." Ultimately, we are supposed to be free to
>Follow our reference signals. OUR reference signals. But shouldn"t that
>read "free to follow our ERROR signals'? Errors (the DIFFERENCES between
>reference signals and perceptual signals) drive actions.

111 stick with "follow our own reference signals.” We don"t have
exclusive control over our error signals because of independent
disturbances. The reference signal defines the intended *outcome* of
action, not the action. Our freedom of choice extends only to outcomes;
the actions needed to achieve any outcome depend on the state of the
environment. So we do not control our actions. Selecting an intended
outcome constrains us to produce those actions that will in fact bring
the perceived outcome nearer to the intended outcome. Someone else, by
fiddling with the environment can, if that person has guessed our intent
correctly, predetermine our behavior (our outputs). 1f, of course, our
producing the output that the other wants doesn"t entail causing errors
of other kinds in ourselves.

>And people sometimes can control others®™ perceptual signals, and hence,
>errors, and hence, actions. The simplest example is deceit following the
>establishment of trust.

See pp. 259 fF in BCP, in which I discuss control of other people through
disturbances, through deceitful promises, through misinformation, through
rewards, and of course through physical coercion.

These are short-term methods of controlling others; what is wrong with
them is that they fail as long-term policies.

In order to use cleverly-manipulated disturbances for controlling the
behavior of others, one has to be careful not arouse direct opposition,
create conflict, or induce intrinsic error and call forth reorganization.
This is almost impossible to do -- it is certainly impossible for anyone
now to do, given our limited ability to understand another person®s
complete hierarchy of goals. Perhaps some day we will be able to map
another person®s hierarchy so well that we will be able to control that
person®s behavior down to the last detail, completely avoiding causing
any errors that will elther produce resistance or result in
reorganization. In that far-off day, we will see the ultimate
impracticality of controlling others in a peaceful way: to do so we would
have to become the other person®s slave, anticipating every desire and
obligingly protecting the other from all disturbances that would elicit
unwanted (by us) actions. 1 presume that this is not exactly what
putative controllers of other people have in mind to do.
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As to coercive control or control through deceit, both fail because of
the ultimate impossibility of preventing the other person from
reorganizing. Even the giver of rewards will ultimately be unmasked as
the monopolistic owner and withholder of rewards. When the discomfort of
being clumsily manipulated to suit someone else"s goals finally arouses
the reorganizing system, the victims will change themselves and
eventually outwit the controllers. As the maxim went in the old Wild West
days: no matter how good you are, there"s always a faster gun somewhere.

Short-term control of other people®s actions is possible. Long-term
control is not.

Martin Taylor (920204) --
You say

>The input to a person *may* be the combined effect of the inputs to all
>the myriads of ECSs, or it may be those that are consciously used to
>form a perception in (of?) the world, or it may be something else. But
>the input to a ECS is (for now) a single scalar variable. That"s
>different.

I wonder if there"s an accidental misstatement here or the key to a real
misunderstanding. The INPUT to an ECS is not a scalar variable; the
OUTPUT of the perceptual function is. The input is generally a
multidimensional set of variables X1 ... Xn which are the arguments of
the perceptual function. The output of the function, the higher-order
perception, is the value of this function, which of course means only one
value at a time as for any proper function. The output, the perceptual
signal, can have only a single value, so it is a scalar. The set of
inputs can constitute a vector, a tensor, a set -- whatever you like, in
as many dimensions as you like.

Ken Hacker (920104) --

>From the works of Vygotsky and Mead through modern communication
>studies, we know from mounds of studies that what an individual does
>with his or free agency is largely constrained by parameter,
>definitions, rules, percepts, and goal states which have been socially
>derived.

Thinking in terms of a hierarchically-organized person instead of just
one monolithic thing gives a lot of these observations new meanings.
Socially-derived goal-states, for example, can be seen as chosen by each
individual iIn order to achieve a private purpose. Societies can propose
and constrain, but the individual still must decide whether to resist or
adopt any rule, custom, principle, and so forth. The basis for the
decision is not external: it ultimately comes from the requirements for
well-being in each person. 1 am free to yell FIRE in a crowded theater,
to borrow an old saw. The only reason | would not do so is that I am
aware of the consequences, and find them more onerous than restraining
myself. It"s still my decision, not society®"s. In the same way, society
provides roads for me to drive on, and laws saying that | should drive
only on them, but I am perfectly free to drive anywhere | decide to
drive, all things considered. It"s just a matter of turning the wheel and
stepping on the gas; there®"s no way society can prevent me from doing
that. If I don"t do it, that"s because | have decided not to, for my own
reasons.
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Of course, my own reasons may stem from the fact that | approve,
generally, of social order and want to do what 1 can to support it. 1 may
well give up the freedom to do whatever I like at lower levels of
perception, as society recommends and often demands, in order to enhance
my ability to control for higher-level goals. This isn"t altruism: it"s
doing my bit toward shaping the world nearer to the heart"s desire.

Most people have learned how to create the impression of going along with
social demands of the more stupid sorts, satisfying what they imagine
other people to want of them, while actually doing and thinking pretty
much as they please. This gets pretty funny sometimes.

>1 personally see control systems theory as having enormous potential,
>poth as a perspective guiding theories of adapation and regulation, but
>also as a source of knowledge regarding ways that humans can create more
>of their own loci of control and free centers of control from external
>sources.

I think of this freeing-up in a slightly different way. To understand
oneself as a control hierarchy (in detail, not just in general) is to
realize that one has always, In fact, been free. Every apparent instance
of external control contains in it a personal decision to go along with
the perceived demand. Some reflection and interpretation Is necessary to
realize this, but ultimately it becomes clear that "social control' can
never go further than presenting one with a situation. What one actually
does in that situation arises from inner intentions, not external forces.
All the mechanisms for making choices, seeking goals, reorganizing, and
acting are inside each person, not outside them. Nobody moves my arms and
legs, directs my eyes, takes my breaths, or thinks my thoughts but me.
The only iron constraint on what I do, am, and become is my own human
nature, which comes to me not from society but from my extremely long
history as a living system.

OFf course to the extent that one doesn”"t realize these things, it can
easily seem that society is firmly in charge. When you think you®"re being
controlled, try going up a level.

Mary and 1 will probably take a jaunt through New Mexico in a month or
two, Ken. Where are you? We could do lunch.

Best to all
Bill P.
Date: Sat Jan 04, 1992 10:45 pm PST

Subject: Re: Phil. of science;lLies
From Tom Bourbon [920105 -- 0:08]
Greg Williams [920104a], it is not that control theorists (at least

not this one) accept the idea that Maturana®s ideas about autopoiesis
provide a generative model of behavior. To the contrary, he intends
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his work to be generative, but it is descriptive, and pretty
selectively so, at that. However, when he writes of the differences
between descriptive and generative models, he does so In a manner
that 1| find effective. His characterization of the difference is apt;
his application is apt to fail.

Greg Williams [920104b], so what is the argument? It is patently
true that one person can control the actions of another, If ....
That was the topic of some of my recent posts on control of

behavior -- was | _that_ opaque?! (This reply applies also to

Ken Hacker [920104].) To control the _actions_ of another, all

one must do is disturb a variable that is controlled by the other.
The other (the controllee) has no choice but to act in a way
dictated by your disturbing influence, IF the controllee values
control of the original variable more than he or she values not
complying with that requirement. A direct implication of the
fundamental PCT model is that, while a person might freely choose

an end result he or she intends to experience, he or she is not free
to select the specific actions required to achieve that end. That
concept was part of the first publications on PCT and is one of the
points made in nearly all of the publications on modeling with PCT.

It was also a central concept in the psychology of William James
and was at least implicit in Aristotle®s psychology. People have
known of the principle, if not the formal theory, for ages. They use
it every time they practice to deceive, as in your example, or to
coerce, as when they threaten the loved ones of the person they would
control. And they often use it when they try to teach, to tutor,
to coach -- nearly any time they try to change or ''shape' the
behavior of another. Nearly all behavioristic literature
the results of projects in which the controller disturbs a variable
controlled by the controllee -- but behaviorists do not recognize
or acknowledge that fact.

Ken Hacker, the criticism of "cybernetic" models as closed
systems, immune to outside influences, is irrelevant, for perceptual
control theory: we try to describe and predict the continuous
interactions of organisms and their surroundings. There is no way iIn
which a perceptual control system is a closed system, in that sense.
However, it is equally true that no "social system,” as such,
controls tha individual. Social systems are groups of individuals,
each of whom uses her or his own muscles to act on the environment --
an environment that might include another individual that some members
of the group desire to control. Each of the would-be controllers will
act so as to experience perceptions of the controllee doing what
he or she intends to perceive the controllee doing.

The members bent on controlling the controllee might have
come to their state of desire through conversations, through
group readings or chants, or any other means of communication
we can imagine, but each individual will have come to that
decision and each will act to achieve his or her intended
experience.

Greg, how is THAT? Fire away!

Tom Bourbon <TBourbon@SFAustin.BitNet>
Dept. of Psychology

Stephen F. Austin State Univ.

Nacogdoches, TX 75962 Ph. (409)568-4402
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Date: Sat Jan 04, 1992 11:04 pm PST
Subject: Language

[From Bill Powers (920104.2345)]

Forgot a comment on

Avery Andrews (920104) --

"Simultaneous constraint satisfaction'" sounds quite appropriate.

>Needless to say, there is also a literature on sentence generation,
>which 1 ought to know more about before going much further with this.

I hope you decide to go further with it -- this sounds like a natural
bridge to control theory.

>0ne issue, | guess, is whether explicit control theory can do better
>with these problems than, say, current logic programming techniques

>(PROLOG and more various more sophisticated experimental languages),
>which have a sort of goal-directed flavor to them.

I know very little about PROLOG, but what 1 have heard suggests that it
is basically organized in a way compatible with control theory. As 1
understand it, you can, in effect, set a conclusion as a goal and let the
program find the premises that will lead to that conclusion. That"s the
right structure for a high-level control system (even though it is also a
formal way of begging questions). If anyone wants to become proficient in
PROLOG, this might be a way to learn more about control systems that work
at the program level. Rick Marken, haven®"t you done some work with
PROLOG? 1 wish Bill Williams were on this net -- he has learned that
language and used it. Anyone else out there?

>l suspect that a more accessible target is to try to work out what the
>goals motivating speech production actually are - “describe an incident”
>seems like a common one, “say something about a protagonist™ maybe
>another. There is a lot of literature on discourse analysis which might
>pe relevant to this.

What you"re saying strikes a chord of rightness in me. This sounds like a
workable project that would go somewhere. Does this look as if it might
lead to a model involving both linguistic control and meaning control, as
I described them two posts ago? | presume 1"m reinventing all sorts of
wheels here, but the CT orientation is bound to add at least some new
spokes.

Best

Bill P.

Date: Sat Jan 04, 1992 11:47 pm PST
Subject: Re: Misc comments

[Martin Taylor 920105 02:30]
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(Bill Powers 910204 2200)

>

>

>1 wonder i1f there"s an accidental misstatement here or the key to a real
>misunderstanding. The INPUT to an ECS is not a scalar variable; the
>0UTPUT of the perceptual function is.

A minor misunderstanding, perhaps. 1 have always thought of the ECS as
consisting of two scalar inputs (Perception and reference), a difference
operator, and an output transform. | have thought of what you call the
perceptual function as being another part of the network, though 1 recognize
that it is legitimately brought within any individual ECS. |If you think of
it as belonging within the ECS, 1 have no problem (except possibly a memory
problem) in talking of it that way in future. | suppose the same applies

to a reference function, which similarly combines all the reference

signals influencing the ECS?

In both perception and reference, there is a many-to-many connection among
ECSs, and 1 guess it would be a good thing if you, Bill, would post a
"standard" diagram of what is considered to be within any one ECS. The
distributional parameters and combinatorial functions are as much a part
of what affects the overall performance of the total system as are the
gains of the individual ECSs, and it would be nice to talk about the same
thing when we discuss them.

Martin

Date: Sun Jan 05, 1992 5:14 am PST
Subject: Levels, Description and Explanation

[from Gary Cziko 920104.2045]
Greg Williams (920101)

Greg, I™m still mulling over your correspondence with Dennis Delprato which
you shared with us on the net on the first of the year. |1 find | need some
more help to understand all the implications of your view on description
and scientific explanation. To set the context:

In sum, then, my notion is that, contrary to the view
generally held by scientists, genuine (extrapolative, rather
than summarizing) prediction and control of phenomena at
level n can be achieved only by theories couched in terms of
level n-1.

V V.V VYV

Now the puzzle:

This implies that empiricist theories in

psychology can be used to (genuinely) predict and control
(and explain, as 1 use the term) sociological phenomena, NOT
psychological phenomena. Empiricist theories in physiology
are required to (genuinely) predict and control psychological
phenomena.

VVVYVYVYV

My problem is understanding how description in psychology can be used to
explain sociology. For argument"s sake, let"s say that people are as
Skinner conceived them to be and that we have data showing that they will
produce certain behaviors to get certain rewards (money, food, sex, etc.).
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Now you say this can"t be used to explain individual behavior but CAN be
used via sociology to explain some aspects of group behavior.

But if the empiricist psychology of Skinner is just a summary of
observations and gives you no basis for generalization (and you must always
have generalizations to predict since conditions are never exactly the
same), then how can this be any better for sociological prediction? |1
can"t see how moving up a level to n+l solves the problems that are there
at level n. You will now want to be able to predict that given a bunch of
people under certain conditions they will interact in a certain way as a
group. But how can this be done if your psychology in inadequate to begin
with? Why don"t the inadequacies at any level n entail inadequacies at all
levels greater than n? You can see the pit | am falling into here. Can
you stop my fall, or at least provide a soft landing spot?--Gary

P.S. Maybe some examples would help me to understand these ideas better.

Gary A. Cziko

Educational Psychology Telephone: (217) 333-4382
University of lllinois Internet: g-cziko@uiuc.edu
1310 S. Sixth Street Bitnet: cziko@uiucvmd

210 Education Building NOMJIZ

Champaign, 1l1linois 61820-6990

USA

Date: Sun Jan 05, 1992 7:38 am PST

Subject: BURN, generativity, explanation

From Greg Williams

[Bill Powers (920104.0900)]

>It would be nice to BURN a long file into a single transmission, which my
>version of uuencode won"t do. What"s the suggested retail shareware
>price?

BURN will handle long files. What"s the going beta tester"s wage rate?
[Bill Powers (920104.2200)]

>>[Greg Williams (920104)]

>>Nobody else on the Net seems to have much to say about the Delprato
>>correspondence, which contains what 1 thought are some highly

>>controversial claims.

>They sounded fine to me in my provincial innocence. Are you saying that
>someone thinks it works some other way?

Yes, Dennis Delprato and Wayne Hershberger, to name two someones (hint, hint).
[Tom Bourbon 920105]

>Greg Williams [920104a], it is not that control theorists (at least
>not this one) accept the idea that Maturana"s ideas about autopoiesis
>provide a generative model of behavior. To the contrary, he intends
>his work to be generative, but it is descriptive, and pretty
>selectively so, at that. However, when he writes of the differences
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>petween descriptive and generative models, he does so in a manner
>that 1 find effective. His characterization of the difference is apt;
>his application is apt to fail.

Amen. | should have said that Bill Powers, Tom Bourbon, and myself (and Bill
Williams thrown in for good measure) don"t think Maturana®s "model™ is really
generative, even though we think his notion of generativity is important.
Still, 